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 Introduction 

 

 

Data mining is the computational process of discovering patterns in 

large data sets and establish relationships to solve problems through 

data analysis involving methods at the intersection of artificial 

intelligence, machine learning, statistics, and database systems. The 

overall goal of data mining is to extract information from a data set and 

transform it into an understandable structure for further use.  

  

Text Mining vs. Data Mining:  

  

Text mining and data mining are often used interchangeably to 

describe how information or data is processed.  

  
data mining, which we can define as the discovery of knowledge from 

structured data (data contained in structured databases or data 

warehouses.) Today the majority of available business data is 

unstructured information (articles, website text, blog posts, etc.). The 

presence of unstructured information makes it more difficult to 

effectively perform knowledge management activities using traditional 

business intelligence tools.  

  

  
The discovery of knowledge sources that contain text or unstructured 

information is called “text mining”. So, the main difference between 

data mining and text mining is that in text mining data is unstructured  
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Sentiment analysis (also known as opinion mining) refers to the use of 

natural language processing, text analysis and computational 

linguistics to identify and extract subjective information in source 

materials  

  

A basic task in sentiment analysis is classifying the polarity of a given 

text at the document, sentence, or feature level, i.e. whether the 

expressed opinion in a document, a sentence or an entity feature is 

positive, negative, or neutral.   

The accuracy of a sentiment analysis system is, in principle, how well it 

agrees with human judgments. This is usually measured by precision 

and recall.  

If a program were "right" 100% of the time, humans would still 

disagree with it about 20% of the time, since they disagree that much 

about any answer  
  

Our graduation project is about sentiment analysis; our idea is to  

keep handle on how everyone feels about any brand. 

  

For large companies with thousands of daily mentions and comments on 

social media, news, sites and blogs, it’s extremely difficult to do this 

manually .to combat this problem, sentimental analysis software are 

necessary. this software’s can be used to evaluate the people’s sentiment 

about any brand or personality.  

  

And we choose Walmart as a domain to apply sentimental analysis.    

  

So our problem is organization development, we want to make 

sentiment analysis in order to keep up with people opinions, know what 

they want what they said about our services and products in order to 

help us to improve our companies, know people trend, control our 

website and social media.  
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Why is Sentiment Analysis important when Analyzing Social Media?  

• Determine marketing strategy  

• Improve campaign success  

• Improve product messaging  

• Improve customer service  

• Test business KPIs  

• Generate leads  

  

Typical text mining process  
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Tools that we used in our project:  

  

  

Rapidminer tool:  

is a data science software platform developed by the company of the same 

name that provides an integrated environment for data preparation, 

machine learning, deep learning, text mining, and predictive 

analytics.  

  

 It is used for business and commercial applications as well as for 

research, education, training, rapid prototyping, and application 

development and supports all steps of the machine learning process 

including data preparation, results visualization, model validation and 

optimization. RapidMiner is developed on an open core model.  

  

2.   
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Facepager tool:  

• a tool to simplify the process of gathering data from JSON-based 

APIs without the use of programming languages or predefined 

scripts, while leaving large degrees-of-freedom to the user. Thus, 

we do not restrict any API-endpoints and allow "useless" requests.  

• a tool to support the step of "data collection" on a low level  

• a tool to document the process of data collection, i.e. errors 
occurring in the process (on both the side of the API and locally, f.e. 
ill-defined requests).  

• a tool that targets researchers/scientific purposes, rather than 
other audiences like market researchers or other commercial uses.  

  

  

Find your Facebook ID:  

Tool turn our Url in to numerical ID   

  

 

  

And this is a simplest flow chart that summarized our 

work:  
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ETL (Extract, Transform, load) 

For Facebook Data 

  

Facepager5.3.  

   

  

We use the Facepager tool to import the data from Facebook.  

Facepager was made for fetching public available data from Facebook, 

twitter, YouTube and other JSON-based API. All data is stored in a 

SQLite database and maybe exported to csv.  

  

  

 
  



 

 

9  

  

  

 
  

  

  

  

  

 

 

  

Start   

New  

Database   

Add Nodes   

< Page>/posts   
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And the data we exported is shown as below:    

  

  

  

 

  

  

  

 

 

 

 

This is the final result in the csv file.  
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Cleaning Data with excel  

 

After we export the data in the excel files we notice that it is noisy as shown 

below:  
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And we find that we can process its form into a better one that the Rapid 

miner tool can deal with, First:  

  

We must remain just the comments column  
    

 

Second:   

We found the beginning of each comment contain the same size of 

unusual data so we remove it using the "mid" function in excel for them 

all at the same time as "MID (text,128, (LEN(text)-128))" and the 

result is as shown below:  
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After that we found that the most of comments had a "T" letter in the 

end so we decide Third:  

  
 to remove it also with excel in a quick useful way using the "if " 

condition and the "mid " function as   "if(RIGHT(text)="T”, MID 

(text,1, LEN(text)-1), text)" and the result is as shown below:   
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Here we notice that there is some of words written in a wrong form, 

then we search about this problem and find that we can solve it by 

using the spelling process (Corrects how the word is typed) in  

 excel as the following: 

  

 

For example, as shown in the picture above the word “don’t” is 

not write in the correct way, also in line ‘13’ the beginning of the 

word must be in capital letter “elyria” and so on in the remaining 

data, spelling process can solve these problems, 

 

 
 

Then the list shows the wrong word and suggestions to choose the 

correct one. We click to the correct word “don’t” and click change to  

 change it to the correct form as shown:  
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“spell check complete. You’re good to go!”  
  

 

 

 The same we are used to correct the remaining data. 
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The data is cleaned, but we want to remove the empty rows using the 

“filter example” process in rapid miner: 
 

 

 

 

Here the data is cleaned enough to enter the processes 

of rapid Mainer.  
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The creation of training data: 
 

 

 

In the beginning, after understanding and studying data, we work on 

training data on the basis that the data relating to the services provided by 

Walmart such as customer service, technical support, online purchasing, 

employee handling, without looking at the data that belong to the products 

sold by Walmart and not produced by himself, so that there is transparency 

and credibility in the process of analysis of data that belong to this type of 

work, the data was taken randomly and then categorize them to positive, 

negative and neutral manually, we tried to some extent for data to be equally 

in the three classes(positive,negative,neutral), The data was split between the 

project members and each one of us did a piece of work, study, analyze and 

classify it. Then we performed a review of each part by the rest of the team 

members to verify the validity of the classification. As for the number of data 

selected on the basis of the experiment, we try to experiment more than a 

number and we apply the model and finally we have stabilized on the number 

that gives the highest accuracy.  
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Load data by Rapidminer:  

Sample of train data that we use to major the accuracy, in first step we use to class 

to determine if the comment is positive or negative. 

  

 

  

First:  

we use Read Excel operator:   

  

 This operator reads an Example Set (sample data) from the specified 

Excel file, our excel file contain the train data we use, we use import 

configuration wizard for loading data from excel file to rapid miner 

Here we see that our excel file is upload on the tool, if we click run we 

can check that and see our data   
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Secondly:  

Set role: This Operator is used to change the role of one or more 

Attributes.  

Parameters  

Attribute name: the name of the Attribute which role should be 

changed. The name can be selected from the dropdown menu or manual 

typed. (result as we name in our train file).  

Target role: The target role of the selected Attribute is the new role 

assigned to it.   

Label: This is a special role. An Attribute with the label role acts as a 

target Attribute for learning Operators. The label is also often called 

'target variable' or 'class'.  
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Thirdly:   

Nominal to text (To specify which column is a text column, since 

Rapidminer "Process Documents..." Operators work only on text 

data.  

  

Fourthly:  

 We use the Process documents from data operator is used to create word 

vectors from text attributes, this is a nested operator that contain sub 

operators inside it.  

TF–IDF stands for term frequency–inverse document frequency. It is a 

numerical statistic which reflects how important a word is to a document 

in a collection, and it is often used as a weighting factor.  
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The Tokenize operator tokenizes documents, and we select in the 

parameters of this operator to tokenize at non letters so that each time a 

non-letter is found it shall denote a new token, therefore splitting a text 

into words (This operator splits the text of a document into a sequence 

of tokens)  

  

The Filter Stopwords (Dictionary) operator applies a stopword list from 

a file.  

Stopwords are words which are filtered out prior to, or after, processing 

of natural language data (text)  

e. For example, some of the most common stopwords for search machines 

are: the, is, at, which, and on.  

) Words that do not matter when parsing text(   

  
The Filter Tokens (by Length) operator, filters tokens based on their 

length. In its parameters we select the min chars of a token to be 3 (thus 
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removing single letter words), and the max chars of a token to be 20 

which is safe enough to say that words consisting of 20 chars are 

probably gibberish.  

  

Stemming also known as lemmatization is a technique for the reduction 

of words into their stems, base or root. Many words in the English 

language can be reduced to their base form or stem e.g. like, liking, likely, 

unlike belong to like.  

  

  

The Transform Cases operator transforms the cases of all characters. In 

its parameters we choose to transform all characters to lower case.  

 

  

  

Sixth: we use the cross validation process as shown below:  



 

 

23  

  

 

  

Number of train data sets= 500 row (comment, class)  

K (number of folds) =10, number of rows (data set size) =500  

500/10= 50  

50  50  50  50  50  

50  50  50  50  50  
  

 

 

 

 

  

    

  

Test   Train   
  

Train   
  

Train   
  

Train   
  

Train   
  

Train   
  

Train   
  

Train   
  

Train   
  

  

  

  

Max  - >  best validation                                 Max - > best learning result   
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The Cross Validation Operator is a nested Operator. It has two sub 

processes: A Training sub process and a Testing sub process. The 

Training sub process is used for training a model. The trained model is 

then applied in the Testing sub process. The performance of the model  

is measured during the Testing phase.  

 

 

 In the beginning, cross validation is a process that divides train data into 

parts, K is chosen as 10, and according to many experiments for more 

numbers we discover that number 10 is the one that gives the highest 

accuracy. In addition, we investigated several files of the subject and the 

majority advice to choose the number 10 to give better results and better 

learning ability. cross validation works as follows: 

 

Divide the 10 groups into two parts as shown in the table above. The first 

section contains (9/10) groups which contains the part that the model will 

learn from, and the second section contains one set (1/10) which is the part 

that we will do a test on it and show us a certain accuracy, after that this 

process will make reverses groups that take 9 different groups for learning 

and one group for testing process and returns to calculate the accuracy in 

the same way and so on (the process does the switching process until it 

finishes all the groups (train, test) and takes the average of All the accuracy 

that appeared in all operations, and shown to us as a final result rate and this 

is the result on which to calculate whether the accuracy is high or not. 
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 And this process contains sub processes as shown below:  

  
  

  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Number 1 is the (training part) that contains the Classification model 

(decision tree).  

  

Number 2 is the (testing part) that contains: -  

1- The apply model (This Operator applies a model on an Example Set  

(train set).  

1  

 

2  
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2- The performance operator (This operator is used for performance 

evaluation. It delivers a list of performance criteria values. These 

performance criteria are automatically determined in order to fit the 

learning task type.)  

  

  

 After We click on RUN (      ) we can notice the program run by see the 

cross validation operator   

 

Through analyzing comments (positive, negative), we discovered a 

comments that is not positive and not negative(neutral), so we decide to 

add a new class called:  neutral.  

  

Here is a sample of train data that contains three classes (positive, 

negative, neutral) that we use it to measure the accuracy, to ensure that 

the machine learning is applied on training data (pos, neg, nut) in the 

correct way or not (does the model learn right from the human or not?).  
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After that we build the model (with different operators) that described in 

details in the previous pages (in training data for 2 classes), and run the 

process to show the results below:  
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Here the picture shows the positive column (training data) and 

prediction column) the result predicted by the model), and the percent 

of confidence for each class. For example, in the first row the training 

data is (positive) and the prediction is (neutral), this means that the model 

is not learning well from the training data) the result that the model 

predict is wrong).  
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The accuracy from training data in 3 classes (positive, negative, neutral) 

is 56.99 which is not good enough, so we want to use a new way that 

increase the accuracy and that make the model distinguish between 

classes and learn well from training data. (the details about this in the 

next pages).  

  

  

As we see above the accuracy of the learning is not good enough so we 

found that we should increase it by First:  

  

Test the model with two classes (Neutral, Unnatural) and measure the 

accuracy.  
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Second:  

  

Test the model with another two classes (positive, negative) and measure 

the accuracy and then compute the average between two measure 

accuracy as we will see below:  

  
  

 

  

  

  

Using First case with (Neutral, Unneutral)-Training Data:  
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We use this model –that is explained previously- to compute the accuracy 

of the previous training data, and we find notice that the accuracy is 76.75 

as we see here:  

  
  
  

Here we will execute the classification as (neutral and unneutral) to 

whole Walmart Facebook data so:  

  



 

 

32  

  

  

First: we use the read excel process to load all Walmart Facebook 

data in rapidminer as shown below:  

  

  
  

Second:   

  

we use the Nominal to text process again as we made in the training 

data (To specify which column is a text column, since Rapidminer 

"Process Documents..." Operators -that will be used in the next 

process - work only on text data.  

As we will see below:  
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Third:  

  

 we used the (Process documents from data) process that we explain it 

previously to clean the text using a lot of sub processes inside of it as 

we will see below:  

  

  
  
And this process as previously mentioned it contain a lot of sub processes 

as we see below:  
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The Tokenize operator tokenizes documents, and we select in the 

parameters of this operator to tokenize at non letters so that each time a 

non-letter is found it shall denote a new token, therefore splitting a text 

into words (This operator splits the text of a document into a sequence 

of tokens)  

  

The Filter Stopwords(Dictionary) operator applies a stopword list from 

a file.Stopwords are words which are filtered out prior to, or after, 

processing of natural language data (text)  

e. For example, some of the most common stopwords for search machines 

are: the, is, at, which, and on.  

) Words that do not matter when parsing text(   

  

  
The Filter Tokens (by Length) operator, filters tokens based on their 

length. In its parameters we select the min chars of a token to be 3 (thus 

removing single letter words), and the max chars of a token to be 20 
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which is safe enough to say that words consisting of 20 chars are 

probably gibberish.  

  

Stemming also known as lemmatization is a technique for the reduction 

of words into their stems, base or root. Many words in the English 

language can be reduced to their base form or stem e.g. like, liking, likely, 

unlike belong to like.  

  

The Transform Cases operator transforms the cases of all characters. In 

its parameters we choose to transform all characters to lower case  

   

Forth:   

  

we execute the model using the (Apply Model) process, This Operator 

applies a model on an Example Set. As shown below:  
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And then we must take all the predicted comments that done by the 

rapidminer using the Write excel process as follows:  

  
  
  
  

The result we see is as follows after we click run:  
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PerformanceVector   
 

PerformanceVector:  
accuracy: 76.75% +/- 4.60% (mikro: 76.72%) 

ConfusionMatrix: True:  unnutral 

nutral unnutral: 157  15  
 nutral:  110  255  

precision: 70.21% +/- 4.61% (mikro: 69.86%) (positive class: nutral) 

ConfusionMatrix: True:  unnutral nutral unnutral: 157  15  
 nutral:  110  255  

recall: 94.44% +/- 3.80% (mikro: 94.44%) (positive class: nutral) 

ConfusionMatrix: True:  unnutral nutral unnutral: 157 

 15  
 nutral:  110  255  

AUC (optimistic): 0.978 +/- 0.015 (mikro: 0.978) (positive class: nutral)  
AUC: 0.767 +/- 0.045 (mikro: 0.767) (positive class: nutral)  
AUC (pessimistic): 0.555 +/- 0.087 (mikro: 0.555) (positive class: nutral)  
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And secondly after we extract the neutral and unneutral data we take all 

unnutral data and test it using this training data (positive, negative)-

training data:  
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and using the previous model we find the accuracy 83.31 as shown below   
  

  
  

Here we found that the accuracy of using these two processes is  

(76.62+83.31)/2  

    =79.9   

 

 

 

 

This result is better than using (positive, negative, neutral) as a training 

data  
  
 

 

 

 

And we also we try it using deferent classification models like (SVM, 

naïve bays) as follows:  
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.  

  

  

  
And the comparison between them will appear in the result page   

  
So we will complete our model with this case of training data  
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Let's start to building our model using the training data that we 
reached in previous page and make the prediction to the whole 
Walmart Facebook data.    

  
  

First: we use the read excel process to load all Walmart Facebook 

data in rapidminer as shown below:  

  

   

Second: we use the Nominal to text process again as we made in the 

training data (To specify which column is a text column, since 

Rapidminer "Process Documents..." Operators -that will be used in 

the next process - work only on text data.  

As we will see below:  
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Third: we used the (Process documents from data) process that we 

explain it previously to clean the text using a lot of sub processes inside 

of it as we will see below:  
 

 
  

  

And this process as previously mentioned it contain a lot of sub processes 

as we see below:   
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The Tokenize operator tokenizes documents, and we select in the 

parameters of this operator to tokenize at non letters so that each time a 

non-letter is found it shall denote a new token, therefore splitting a text 

into words (This operator splits the text of a document into a sequence 

of tokens)  

  

The Filter Stopwords(Dictionary) operator applies a stopword list from 

a file. Stopwords are words which are filtered out prior to, or after, 

processing of natural language data (text)  

e. For example, some of the most common stopwords for search machines 

are: the, is, at, which, and on.  

) Words that do not matter when parsing text(   
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The Filter Tokens (by Length) operator, filters tokens based on their 

length. In its parameters we select the min chars of a token to be 3 (thus 

removing single letter words), and the max chars of a token to be 20 

which is safe enough to say that words consisting of 20 chars are 

probably gibberish.  

  

Stemming also known as lemmatization is a technique for the reduction 

of words into their stems, base or root. Many words in the English 

language can be reduced to their base form or stem e.g. like, liking, likely, 

unlike belong to like.  

  

The Transform Cases operator transforms the cases of all characters. In 

its parameters we choose to transform all characters to lower case.  

  

  

  

Forth: we execute the model using the (Apply Model) process, This 

Operator applies a model on an Example Set. As shown below:  
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Then we click Run to see and analyze the result as shown below:   
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The Result  

With SVM   
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                       With naïve bays  
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                           Decision tree  
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And we notice that the three classification models are as following:  
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  For the Twitter Data  
ETL (Extract, Transform, load) 

for twitter Data  

we will start with the extraction of Wal-Mart data from twitter, the tool 

that we use for this purpose is Rapidminer tool  

RapidMiner tool.  

Rapid miner is a software platform for data science teams that unites data 

preparation, machine learning, and predictive model deployment.  

We Create a new process  in RapidMiner Studio then Here we drag 

the “search twitter operator " and then enter to the twitter account 

through the operator and then we choose the keywords that we want to 

search about like (Walmart , #Walmart, @Walmart , Love Walmart , 

#love Walmart , hate Walmart , #hate Walmart).  

As shown below:  
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 Before we run the process, we put it in new excel file through the              

process “write excel” and put all data we generate on it.  
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Start ----- > new connection (open Url “Request access token – login 

to twitter “, copy access token, test, save all changes) ----- > query  ----

-- > limit ------ > language ------ > write excel ----- > Run  

  

  

  

The data we generate is as sown below:  

 

  

    

Then we delete all un useful columns 

and remain just the tweets.   

  

  

  

  



 

 

55  

  

  

  

 

  

  

  

here the data that we want to work on it  

“the tweets" from twitter  
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We consider to create the training data that will be used to learn the 

machine and make it predict the positivity and negativity off whole 

Walmart twitter data so First The data is as shown below:  

 

 

 

  

  

we take three classes from the beginning because we notice that there are 

some comments is neutral as shown previously.  
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the second step is to load the data to the rapidminer as shown below:  

 

 

 

 

 

This operator reads an Example Set (sample data) from the specified Excel 

file. Our excel file contain the train data we use; we use import 

configuration wizard for loading data from excel file to rapid miner. 
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Third:  

Set role: This Operator is used to change the role of one or more 

Attributes  

 

Parameters:    
  

Attribute name ->the name of the Attribute which role should be 

changed. The name can be selected from the dropdown menu or manual 

typed. (result as we name in our train file). 

 

Target role->The target role of the selected Attribute is the new role 

assigned to it. Following target roles are possible:  

  

Label: This is a special role. An Attribute with the label role acts as a target 

Attribute for learning Operators. The label is also often called 'target 

variable' or  
'class'

.   
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  Fourth: we use the Nominal to text process (To specify which 

column is a text column, since Rapidminer "Process Documents..." 

Operators work only on text data.  
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Fifth:  

We use Process Documents from Data process:  

  

  

  

  

  

 

  

  

The Process Documents from Data operator is used to create word 

vectors from text attributes, this is a nested operator that contain sub 

operators inside it   

TF–IDF stands for term frequency–inverse document frequency. It is a 

numerical statistic which reflects how important a word is to a document 
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in a collection, and it is often used as a weighting factor. And it contains 

sub processes like:  

  

  
  

  

  

The Tokenize operator tokenizes documents, and we select in the 

parameters of this operator to tokenize at non letters so that each time a 

non-letter is found it shall denote a new token, therefore splitting a text 

into words (This operator splits the text of a document into a sequence 

of tokens)  

  

The Filter Stopwords (Dictionary) operator applies a stopword list from 

a file.  

Stopwords are words which are filtered out prior to, or after, processing 

of natural language data (text).  

e. For example, some of the most common stopwords for search machines 

are: the, is, at, which, and on.  
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) Words that do not matter when parsing text(   

  

The Filter Tokens (by Length) operator, filters tokens based on their 

length. In its parameters we select the min chars of a token to be 3 (thus 

removing single letter words), and the max chars of a token to be 20 

which is safe enough to say that words consisting of 20 chars are 

probably gibberish.  

Stemming also known as lemmatization is a technique for the reduction 

of words into their stems, base or root. Many words in the English 

language can be reduced to their base form or stem e.g. like, liking, likely, 

unlike belong to like.  

  

The Transform Cases operator transforms the cases of all characters. In 

its parameters we choose to transform all characters to lower case  

  

Sixth: we use the cross validation process as shown below:  
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The Cross Validation Operator: is a nested Operator.  

It has two sub processes: A Training sub process and a Testing sub 

process. The Training sub process is used for training a model. The 

trained model is then applied in the Testing sub process. The 

performance of the model is measured during the Testing phase  

K=10, we choose k=10 because we discover that 10 is give us a better 

machine Learning and a better accuracy, the model learn better What is 

machine learning?  

 

 

 

 

 

Our project based on machine learning, we choose a train data and 

classification model and the apply of that classification model on our train 

data call machine learning Generally, there are 3 types of learning 

algorithm in our project we use Supervised Machine Learning 

Algorithms to make predictions we use this machine learning algorithm. 

Further, this algorithm searches for patterns within the value labels. 

That was assigned to data points. (we already know the output of our 

analyses (positive, negative, neutral)).  
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Train data = 500 row that are classify manually   

  

Test  Train  
  

Train  
  

Train  
  

Train  
  

Train  
  

Train  
  

Train  
  

Train  
  

Train  
  

Max -> best validation                                Max->best learning result 

 

Number of train data sets= 500 row (comment, class)  

K (number of folds) =10, number of rows (data set size) =500  

 

500/10= 50  

50  50  50  50  50  

50  50  50  50  50  
  

 

 

 

 

In the beginning, cross validation is a process that divides train data into 

parts, K is chosen as 10, and according to many experiments for more 

numbers we discover that number 10 is the one that gives the highest 

accuracy. In addition, we investigated several files of the subject and the 

majority advice to choose the number 10 to give better results and better 

learning ability. cross validation works as follows: 

Divide the 10 groups into two parts as shown in the table above. The first 

section contains (9/10) groups which contains the part that the model will 

learn from, and the second section contains one set (1/10) which is the part 

that we will do a test on it and show us a certain accuracy, after that this 

process will make reverses groups that take 9 different groups for learning 
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and one group for testing process and returns to calculate the accuracy in 

the same way and so on (the process does the switching process until it 

finishes all the groups (train, test) and takes the average of All the accuracy 

that appeared in all operations, and shown to us as a final result rate and this 

is the result on which to calculate whether the accuracy is high or not. 

 

 And this process contains sub processes as shown below:  

  
  

  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1  

 

2  
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Number 1 is the (training part) that contains the  

Classification model (decision tree)   

  

Number 2 is the (testing part) that contains: -  

 

1- The apply model (This Operator applies a model on an Example Set  

(train set).  

 

 

2- The performance operator (This operator is used for performance 

evaluation. It delivers a list of performance criteria values. These 

performance criteria are automatically determined in order to fit the 

learning task type.)  

  

  

 After We click on RUN (    ) we can notice the program run by see the 

cross validation operator   
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  THE RESULT  
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Decision tree  

 

 

 

Now we want to try a different classification model to see if the accuracy 

change (increase, decrease) to decide which classifier is better to use.  

  

First we try by using decision tree   

Description   

  

hate > 0.034: negative {negative=126, positive=1, neural=0} 
hate ≤ 0.034  

|   love > 0.068: positive {negative=0, positive=103, neural=1} |   
love ≤ 0.068  

|   |   fuck > 0.285: negative {negative=3, positive=0, neural=0} 
|   |   fuck ≤ 0.285  

|   |   |   ass > 0.131: negative {negative=2, positive=0, neural=0} |   
|   |   ass ≤ 0.131  
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Second we want to choose naïve bays classifier    
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The confusion matrix is as shown below:  

 

 
 

 

 

Description  
Performance Vector:  

Accuracy: 53.17% +/- 6.02% (mikro: 53.19%) Confusion 
Matrix:  

 True:  negative positive neural  

 Negative:  99  50  46  

Positive: 25  76  39 neural:  26 
 27  67  

kappa: 0.298 +/- 0.090 (mikro: 0.298) Confusion 
Matrix:  

 True:  negative positive neural  

negative: 99  50  46  
positive: 25  76  39  
neural:  26  27  67  
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Third we use SVM (support vector machine)  

 
 

 

  

 As we see the error, SVM does not support polynomial label (positive, 

negative, neutral).  

  

Model  Accuracy  

Decision Tree  83.06%  

Naïve Bayes  53.17%  

SVM  Does not support  
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Then we will let the machine execute what it 

learns from the training data we give for all data 

generated from the twitter about Walmart  

  

First:  

We load all twitter Walmart data into the Rapidminer using the read 

Excel process like shown below:  
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Second:  

we use the Nominal to text process (To specify which column is a text 

column, since Rapidminer "Process Documents..." Operators work only 

on text data as shown below:  

 

  

 

 

 

Third:  

We use Process Documents from Data process that we used previously 

and we use the same sub process shown and described previously and 

they look like this:  
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    And the sub processes are:  
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Forth:   

 We choose apply model operator to execute all above processes as 

shown below:  
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Problems that faces us in the project:          

 

1. Tool not fully support some languages such as Arabic. 

- 2. Tool does not support the huge number of data 

3.   the existence of most comments in the colloquial 

language which is not analyzed by neither humans or tools. 

4.  tool must be paid to give better results in pulling data. 

5. lack of sufficient resources to learn through. 

6. The next step to work we were trying to find it with difficulty because the 

idea is new. 

7. The difficulty of finding tool that performs the process of pulling the data 

fully and well. 

  

  

Solutions & recommendations: 

 
After reviewing and studying results, recommendations had to be made to 

solve negative problems related to the opinions of people on certain topics 

of Walmart: 

 

 1. they should pay more attention to the website and e-procurement 

because of many complaints related to Online Service. 

2. there are also some customers who have complained about the bad 

treatment of the employees. 
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3. disturbing customers by the fact that the branches of Walmart have full 

of work pressure and crisis forcing customers to wait.  

4.some complain that customers accuse Walmart of not paying attention 

of negative comments on social media and sometimes deleting them 

instead of dealing with them.  

5.Online Chat does not work on their site as customers are not answered. 

6.We also recommend companies to do the sentiment analysis process in 

order to know their customers' opinions.  

7.We also have the ability to analyze any company.  

 

 

 

 

 

 

 
 

                                                 Thank you 
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