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Abstract

This thesis focuses on the implementation of the game theory in
network security aspects. The game theory is designed to study conflict
between two or more opponents, namely; the hacker and the defender. The
aim is to give the defender a superior position in achieving the least possible
loss when attacked. Moreover, this work shows how basic algorithms of
game theory and Nash equilibrium can be used in network security, which
helps to make a better choice for the defender in network security field.
Furthermore, the implementation of game theory algorithms in the Internet

of Things (IOT) is very crucial.



Introduction

It is needless to say that internet became very important part of our
life. It exists in every home, workstation, business field, political facilities,
military, industry, medicine ... etc. a lot of economic transactions happen on
the internet, a lot of confidential information is passed over the internet, and
interrupting those transactions or information is very dangerous, which

makes the role of network security very necessary.

Network security is devoted to secure the important data on the
internet, in order not to be stolen or corrupted by hackers, who aim to steel
or destroy these data for the sake of earning money or for any other cause.
Specialists in network security field try to understand the cracks and the
weak points that may be a target to the hackers to invade the data and corrupt
it. This, enables the network security specialist to work out how to construct
an algorithm which is able to cover these weak points and defend the system.
However, this is a very difficult task unless there is a clear defense strategy

to identify the hacker’s next move and here cause the role of the game theory.

Game theory studies the conflict model between two or more
opponents, then gives each opponent the information required to identity the

next move of his enemy. Consequently, minimizing the risks.

In fact, game theory has a wide range of applications in economics,
politics, computer sciences, military, physics, medicine, engineering and

technology (for more details see [4, 10, 24, 37, 38, 47, 50].



Literature Review

For many years’ research on game theory has attracted the attention
of many researchers. Jhon Von Neuman and Oskar Morgenstern have
published in 1944 the first important text on game theory “theory of games
and economic behavior”. In addition, Jhon Nash has improved the concept

of game theory and stablished the Nash equilibrium [9].

A large number of articles have been published in the field of game
theory and network security. Basar [5] has studied the problem of
transmitting a sequence of identically disputed independent Gaussian
random variables through a Gaussian memoryless channel with an input
power constraint in the presence of an intelligent jammer. Saad et al., [42]
investigated the use of wireless network nodes in improving the physical
layer security of wireless transmission in terms of secrecy capacity in the
presence of multiple eavesdroppers. The vehicular ad-hoc networks have
been studied by Buchegger and Alpcan [7]. They proposed the game
theoretic analysis to investigate the effects of possible malicious users on the
system in order to increase reliability and better management of resources.
Katz [25] has bridged both the approaches and techniques of game theory
with the cryptographic protocol design. Moreover, Aziz et al., [3] have used
infinite-horizon symmetric repeated zero-sum game against smart jammer.
Wang et al., [48] applied the Bayesian game model to select the optimal
defense strategy. Stackelberg game in critical infrastructures from a network
science perspective has been used by Li et al., [31]. Moothedath et al., [33]

applied a stochastic game model to dynamic information flow tracking for
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the detection of advanced persistent threats. Horak et al., [20] has suggested
the use of dynamic game approach to deception by designing proactive
network security. Shen et al., [43] have used a non-cooperative non-zero-
sum game based dependability assessment of heterogeneous WSNs with

malware diffusion.

This thesis focuses on the implementation of the game theory in
network security aspects. The game theory is designed to study conflict
between two or more opponents, namely; the hacker and the defender. The
aim is to give the defender a superior position in achieving the least possible
loss when attacked. Moreover, this work shows how basic algorithms of
game theory and Nash equilibrium can be used in network security, which
helps to make a better choice for the defender in network security field.
Furthermore, the implementation of game theory algorithms in the Internet

of Things (IOT) is very crucial.
This thesis is organized as follows:

In Chapter one, we review the game theory including some important
concepts and definitions. Chapter two, presents all aspects of network
security and information warfare. Implementation of game theory in network
security is illustrated in Chapter three. In Chapter four, we propose a real
model in network security, namely; stochastic game model. Finally,

conclusion is drawn.
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Chapter One
Review of Game Theory

1.1 Main Definitions of Game Theory

One of the famous definitions is stated by Myerson:

Definition (1.1) [34]: Game theory is the study of mathematical models of

conflict and cooperation between intelligent rational decision-makers.

This definition means that game theory searches in the case in which
the decision-makers is having conflict or cooperation so that maximum of
benefit or minimum of loss is obtained. This real case should be converted
to mathematical models to reach the optimization solution using the concepts

of game theory.

The decision-makers must be rational; this means that the policies

considered by decision-makers should be based on game theory concepts.

The following general examples illustrate the cases that can be covered

by game theory:

1- Two or more of firms in the same market and having the same product,

these firms compete each other to bring more customers.
2- Two countries contemplating a war with each other.
3- The warfare between administrator of a network and the attacker.

More example are [39]:
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|
1

OPEC members choosing their annual output.

N
1

General Motors purchasing steel from USX.

w
1

Two manufacturers, one of nuts and one of bolts, deciding whether to

use metric or American standards.

S
]

Aboard of directors setting up a stock option plan for the chief

Executive Officer.

ol
1

United Fruit company hiring workers in Honduras in the 19307,

6- An electric company deciding whether to order a new power plant

given its estimate of demand for electricity in ten years.
When a case is called “game”?

The case must be containing many elements to call it “game” and to apply

concepts of game theory on it, these elements are [39]
1- Players

Definition (1.2) [39]: Players are the rational entities who make
decisions. Such that they aim is to maximize their utility through
choosing the best strategy in the model, and it is denoted in this thesis

by i.
2— Action or Move

Definition (1.3) [39]: An action or move by player i, it is what the

players can make through the game, and denoted a;.
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e despite of the players must be rational as the definition of Myerson,
but in some cases, there exist a pseudo-player which can be called
a nature, such that it takes random actions with specified
probabilities. Such that in this case, there are not enough

guarantees about what the other player will play.

e Definition (1.3) [39]: Player i’s action set, A; = {a;}, is the set of

actions group such that the player i choose his actions from it.
3— Strategy

Definition (1.4) [39]: Player i’s strategy s; is what player must choose
upon the circumstances in the game and the expectation to strategies

for the other player.

e Definition (1.5) [39]: Player i’s strategy set or strategy space S; =

{s;} is the complete plan of action to player over all game.

e Definition (1.6) [39]: A strategy profile s = (sq,...,s,,) IS the
general form of the game upon the strategies of all players in this

game.

Such that a strategy profile explained the strategies that players will

choose in the game.
4- payoff

Definition (1.7) [39]: The player i’s payoff m;(s4, ..., S,), IS the utility

that is received by the player in the end of the game or the expected



.
utility of this player upon the function of the strategies that was chosen

by himself and by all other players in the game.
Example (1.1): Elections

If there are two candidates in a particular country, each of the
candidates must choose a political position, and every voter will choose a
candidate whose political position is close to the political position of this

voter.

In this country there are ten positions, far-right wing and the far-left
wing, the rest of the positions are between these two wings and are going to
the center (politically moderate positions), and each position represents 10%

of voters in this country, as shown in the following figure:
10% 10% 10% 10% 10% 10% 10% 10% 10% 10%

1 2 3 4 5 6 7 8 9 10

Figure 1: percentage distribution of each position for elections example.

Now, let us analyze this situation:
e Players: two candidates.
e Strategies:

The strategies are the same as actions, since no information is revealed
that might affect the action that is chosen by a player, so strategies or actions

are to choose each candidate position that guarantees him to win.
o Payoffs:

Winning candidate by the votes higher than the other.
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There is another important element in the “game”, which is equilibrium

Definition (1.8) [39]: An equilibrium s* = (s7, ..., S,) IS a strategy profile

consisting of a best strategy for each of the n players in the game.

An equilibrium concept or solution concept
F:{S,,..,S,,my,..,m,} = s* is a rule or a function which aims to arrive to
the best solution for all player based on the strategy that can be made by the

player and the resulted payoff function.

There are many important equilibria. For example, Nash equilibrium,
Stackelberg equilibrium, saddle-point equilibrium, Bayesian Nash

equilibrium, and Markov equilibrium [13].
Types of Game Models

Each type has different solution, these types are divided into many

categories, such as
1- First category [14]
a. Cooperative game

A game is called cooperative if the players can communicate with
each other and make agreements, and these agreements are binding

and enforceable [14].
b. Non-cooperative game

A game is called non-cooperative if players can not communicate

with each other or the agreements are not enforceable [14].



2- Second category [9]
a. Zero-sum game

Zero-sum game is the game when the summation of the payoff of the
players is zero, i.e., when a player wins the other loses with same

magnitude [9].
b. Non-zero-sum game / constant game.

Non-zero-sum game / constant game is the game when the

summation of the payoff of the players is constant [9].
3- Third category [28]

a. complete information: When every player in the game knows all

player' payoff function.

b. Incomplete information: When at least one of the players does not

know all players' payoff functions.
4- fourth category
a. States game

Definition (1.14) [28]: States game is a one-shot game in which

players take actions at the same time.

This model of game appears as a standard representation of a game, which

is known as normal form game or a game in strategic form [22]

e The set of playersis N = {1, ...,n}
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e Player i has a set of actions, A;, available.

e Player i’s payoff as a function of the vector of actions taken is

described by a function ;: A = R.
Example (1.2): “Hannibal” game

“Hannibal Barca: was a Carthaginian general, considered one of the
greatest military commanders in history. His father Hamilcar Barca was the

leading Carthaginian commander during the first Punic war” [54]
In this example we will describe one of wars of Hannibal.

An invader is thinking to invade a country, and there are two ways

through which he can lead his army.

You are the defender of this country and have to decide which of these

ways choose to defend: you can only defend one of these routes.

One route is a hard pass: if the invader chooses this route, he will lose

one battalion of his army (over the mountains).

If the invader meets your army, whatever route he chooses, he will

lose a battalion.
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The strategic form:

Table 1: payoffs table for Hannibal war.

Attacker
e h
defender E 1,1 1,1
H 0,2 2,0

E, e =ceasy; H, h = hard

Payoffs are the number of attacker’s battalions that will arrive in to
your country. Such that the first number in the payoffs represented the
number of battalions that will be defeated, and the second number in the

payoffs represented the number of battalions that will arrive.

Definition (1.15) [39]: A pure strategy maps each of player’s possible

information sets to one action.

Definition (1.16) [39]: A mixed strategy maps each of player’s possible

information sets to a probability distribution over actions.
b. Dynamic game

Definition (1.17) [41]: Dynamic/ extensive game is a game with more
than one stages in each of which the players can consider their action. It can
be considered as a sequential structure of the decision-making problems

encountered by the players in a static game.

This means that the move taken by the first player can be seen by the
other players, the second player determines his move based on the move of

the first player. So, in this model the order should be considered.
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Example (1.3): Quality choice

There are two players, player 1 is an internet service provider and
player 2 is a potential customer. They consider entering into a contract of

service provision for a period of time.

The provider decides between two levels of quality of service: High
(H) or Law (L), and the buyer decides between two actions: to buy (B) or not

to buy (N).

The service provider, player 1, makes the first move, choosing (H) or
(L), then the customer, player 2, is informed about that choice. Player 2 can

then decide separately between (B) or (N) in each case.

The extensive form of this game:

(2.2 (0.1) (3.0) (11)

Figure 2: extensive form for quality choice example.

Such that {(2,2), (0,1), (3,0), (1,1)} is the payoff of the game (payoff
of player 1, payoff of player 2). For example, in the second payoff (0,1), "0"
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payoff for player 1 and "1" payoff for player 2 when the player 1 plays "H"
and player 2 plays "N".

There are many concepts and laws to solve these types and models.

Some of these concepts will be studied later.

1.2 Dominant Strategies

Theorem (1.1) [39]: Player i’s best response or best reply to the
strategies s_; chosen by the other players is the strategy s; that yields him

the greatest payoff; that is
mi(s{,s-1) 2 mi(s;, ;) Vs; #s;
Suchthat s_; = (81, .., Si—1, Si41s =+» Sp)

Theorem (1.2) [39]: The strategy s; is a dominant strategy if it is a
player’s strictly best response to any strategies they pick, his payoff is

highest with s;. Mathematically
w;(s],s_;)) > mi(s{,s_;), Vs_;,Vs; # ]

Example (1.4): Prisoner Dilemma

This is the most famous example in game theory:
Scenario:

Police caught two criminals, and put each of them in a separate cell,

and told each of them:
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If you made a confession that your friend committed the crime and he

did the same for you, both of you will by jailed for 5 years.

But if you made the confession that he committed the crime and he
did not do that for you, you will be freed from the prison and he stays 10

years.
If both of you did not say anything you will be prisoned for 1 year.

What will every prisoner do to come out with the minimum duration in

prison?
o Players
The criminals {first criminal (1), second criminal (2)}
e Strategy
S;= {admitted, not admitted}
e Payoffs
Spend the minimum duration in prison.

Let’s turn the data to the easiest form so that we can deal with the

problem easily, using the following payoff table.



Table 2: payoffs table
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Player 2
Player 1

Strategy 1 for player 2

Strategy 2 for player 2

Strategy 1 for player 1

(payoff for player 1,
payoff for player 2)

(payoff for player 1,
payoff for player 2)

Strategy 2 for player 1

(payoff for player 1,
payoff for player 2)

(payoff for player 1,
payoff for player 2)

Table 3: payoffs table of prisoners's dilemma

) Prisoner 2 Admitted Not admitted
Prisoner 1
Admitted (5,5) (0,10)
Not admitted (10,0) (1,1)

Let us study each case in this example alone:

Let’s symbolize the admitted by ‘C’ and not admitted by ‘D’

If “1°chose ‘C’ then the best strategies for the 2’ is ‘C’, because 5<10

If “1°chose ‘D’ then the best strategies for the ‘2° is ‘C’, because 0<1

If ‘2°chose ‘C’ then the best strategies for the ‘1’ is ‘C’, because 5<10

If ‘2°chose ‘D’ then the best strategies for the ‘1’ is ‘C’, because 0<1

Every time the best strategies of the two player is ‘C’

In other words, if each of the prisoners think: “if I male no confession,
and my partner do the same, both of us will spend only 1 year which is better

than 5 or 10 years”
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But every player will re-think again “if the other confesses, I will stay
10 years, so I must confess about him, and even if he doesn’t confess, | will

get out of prison which is better than spending 1 year”
Then the strategies of the both players will be to confess.
By the symbols
m,(C,C) =5<m,(D,C) =10
m,(C,D)=0<m;(D,D) =1
m,(C,C) =5<m,(C,D) =10

7T2(D, C) =0< Tl,-z(D,D) =1

1.3 Iterated Dominance

An iterated dominance equilibrium is a strategy profile found by
deleting a weekly dominated strategy from the strategy set of one of the
players, recalculating to find which remaining strategies are weakly
dominated, deleting one of them, and continuing the process until only one

strategy remains for each player [39].
Such that,

Theorem (1.3) [36]: we say player i’s strategy s;" is weakly dominated

by player i’s strategy s; if
(s, s-) =2 mi(sy, s-) Vs

mi(s;,5-;) > mi(s;,s—;) 3s_;.
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Example (1.5): Iterated Dominance

In this example, the idea of iterated dominance is clarified. The table
shown is filled with simple figures, it is not related to realistic case, just to

clarify the term “iterated dominance”.

The player who achieves the highest figure, is the one who has the highest

payoff.
Table 4: payoffs table for the iterated dominance example
Player 2
[ c r
T 1,1 0,1 3,1
Player 1 M 1,0 2,2 1,3
D 1,3 3,1 2,2

It is clear that strategy ‘c’ for player 2 is weakly dominated by strategy

‘r’, so ‘c’ strategy can be deleted.

Table 5: payoffs table for the iterated dominance example, after deleting

strategy ‘c’
Player 2
l r
Player 1 T 1,1 3,1
M 1,0 1,3
D 1,3 2,2

It is found that strategy ‘M’ for player 1 is weakly dominated by

strategies ‘T’ and ‘D’, then strategy ‘M’ can be deleted.

Table 6: payoffs table for the iterated dominance example, after deleting

strategy "M’
Player 2
[ r
Player 1 T 1,1 3,1
D 1,3 2,2
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It is also clear that strategy ‘D’ for player 1 is weakly dominated ‘T,

and strategy ‘r’ for player 2 is weakly dominated by strategy ‘I’.

Finally, the best choice for both of the players is (T,1)

1.4 Nash Equilibrium

John Forbes Nash is an American mathematician whose works in
game theory, differential geometry, and partial differential equations have
provided insight into the forces that govern chance and events inside
complex systems in daily life. His theories are used in market economics,
computing, evolutionary biology, artificial intelligence, accounting, politics
and military theory. Serving as a Senior Research Mathematician at
Princeton University during the latter part of his life, he shared the 1994
Nobel Memorial Prize in Economic Sciences with game theorists Reinhard

Selten and John Harsanyi [35].

Definition (1.18) [39]: A strategy profile s* is a Nash equilibrium if
no player has incentive to deviate from his strategy given that the other
players do not deviate. Formally,

Vi, m;(s{,sX;) = m(s{,s%;),Vs;

Example (1.6): Nash equilibrium

Table 7: payoffs table for the example of Nash equilibrium

Player 2
l c r
U 0,4 4,0 5,3
M 4,0 0,4 5,3
D 3,9 3,9 6,6

Player 1
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Note that there are no dominated strategy and we cannot use the

iterated dominance but we can use the best response

BR,() =M
BR,(c)=U
BR,(r) =D
BR,(U) = 1
BR,(M) = ¢
BR,(D) =7

Such that BR;(s_;) is the best response for player i when the other chooses

S_i.

Table 8: payoffs table for the previous example

Player 2
l c T
Player 1 U 0|2_t| @,0 53
M @0 04] 5,3
D 35 35 6kl

Note that here the profile strategy (D,r) is the best response for each
player, then no player has incentive to deviate from his strategy in this

profile, so this is the Nash equilibrium.
Example (1.7): partnership game

Two individuals (players) are going to supply an input to a joint

project, the two individuals share 50% of the profit, the two individuals
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supply efforts individually, and each player chooses the effort level to put
into the project (e.g. working hours)
every player can work for 0-4 hours.
s;=[0,4]
Note: this is the continuous set of strategies
Let’s now define the profit to the partnership
Profit=4[s; + s, + bs;s,]
Where:
s;= the effort level chosen by player i.
b= synergy/complementaity.
o<b<l/,
Payoffs

1m1(81,82) = = [4(s; + 55 + bsy5,)] — s7

T, (s1,52) = 5[4(s1 + 53 + bsy5,)] — 55

N| =N =

Players share the profit in half, they bear a cost proportional to the
square of their effort level.
Note: payoff=benefit-cost

There is no table of strategy and payoff because we have an infinite
strategy for each player.
Let us remember what’s the best response?
Player i’s strategy s; iS a BR to strategy s_; of other player if:

s; = argmaxm;(s;, S_;)
s; = argmax{2(s; + s, + bs;s,) — s¢}

So, we differentiate:
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First derivative: 2(1 + bs,) —2s; =0
second derivative: -2<0
s1=1 + bs, = BR;(s3)
s3=1+ bs; = BR,(s4)
Now, let’s draw the two functions we found and have a look at what we can
say.
Let’s also fix the only parameter of the game:

b=1/4

BRi (s2)

2 BR, (5)

Figure 3: best response of the partnershi fame example

Such that the red line represents the best response of player 1 when

player 2 plays as in blue line. And vice versa for the blue line.

Now we know that the player 1 doesn’t choose any strategy less than

1, or more than 2 on s; line the same goes for the player on s, line.

So now if each player knows this than we can delete some strategy.
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BRi (s2)

BR; (s1)

T
1

Figure 4: best response of the partnership game, for player 1

As shown in the figure we deleted all the strategies of the second

player except the shaded strategies, because the strategies we have removed

do not constitute a best response to any best response to the first player.

And this is what we will do for the first player.

S2

BRi (s2)

BR: (s1)

Figure 5: best response for the partnership game, for player 2

After this deletion, we will only have the following region.
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BR; (s2)

BR; (s1)

1 T T T T S1

1 2 3 4 5

Figure 6: best response of the partnership game, for both players

We are now talking the strategies that are of interest to us and restoring

the same processes.

S2

7/4

6/4

5/4

BRi (s2)

BR; (s1)

1

1 | | | | 51
5/4 6/4 7/4 2

Figure 7: best response for partnership game after deleting strategies

If we continue to do so, we will reach the intersection point of the two

lines.

The intersection point of the two lines is the Nash equilibrium.
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If we want to know what is the value of the intersection point, we can

equate the equation of two line
s1 =1+ bs,
s; =1+ bs;
The intersection: sy = s;

Then: s; = 1/(1 — b).
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Chapter Two

Network Security

2.1 Main Concepts of Computer and Network

Computer became a very important element in our homes. Many
aspects of life depend now on this technology; pictures, private files, work
files and others. These are stored in the computer and sent by the internet,
which makes the word as a small village. On the other hand, it makes all files
in danger; so, it is very important to understand how computer and internet

work, so that protection of our files and information is possible.

Computer consists of software — which consists of operating system,

services, applications ... —and hardware.

Operating system managing the operation of the hardware (Input,

output, storage) & management of running software.

Applications or services are various programs in computer such as

Microsoft word, Microsoft excel, games, photoshop, and others.

The following figure clarifies how computer interact with the user:
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Figure 8: interaction between computer and user
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Internet is a huge network connecting millions of users around the
world, so if we need to know about the internet, we should answer the

question “what is the network?”’.

Definition (2.2) [40]: Network is a collection of computers (nodes) and
transmission channels (links) that allow people to communicate over

distances, large and small.

Information elements in network:

Sender

Recipient

Message / information content

Transmitter tool
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Types of connection between computers:

e By cable.

e By wireless.
There are many types of network, but we are interested in just two types of
it:
Definition (2.3) [40]: LANSs. (Local Area /networks) are networks that cover
a small area as in a department in a company or university.
This network is used at:

e Schools.

Small institutions.

Homes.

Internet cafes.

And others

Definition (2.4) [15]: WANSs. (Wide Area Networks): are networks designed
to facilitate communications between users and applications over large
distances between the various offices of an international organization that

are located in cities all over the world.
This network used in:
e Huge institutions that own many branches.

e Government agencies.
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e And others.

The presence of language is essential to make communication; people
can’t understand each other without common language, this is applied also
for computers connected in a network; the computer language that is used in

network communication is called protocol.
Protocols are the rules of operation of a network [40].
The most important types of protocol:

1- TCP. (transmission communication protocol): the fundamental
purpose of TCP/IP is to provide computers with a method of

transmitting data from one application to another over a network [6].

The Internet Protocol (IP) is a set of rules, for routing and
addressing packets of data, that meaning the IP protocol travel across

networks and arrive at the correct destination.

Such that TCP protocol check if the information sent between
computers have reached its destination, and it check whether all sent packets
are received in the correct order. If a packet did not arrive, the TCP send it

again.
The features of TCP

¢ Reliability: this protocol guarantees the arrival of information without

errors.
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e TCP creates connection between the two computers before sending

message.
e Numbering the packet and sending it according to the order.

e Control the information flow (don’t send any new information before

the receiving computer receives the previous packets/parts).

2- UDP. (user datagram protocol): An alternative protocol, UDP, is used
for some applications instead of TCP. UDP is a connectionless
service. Unlike TCP, there is no communication between the sender

and receiver nodes to set up a connection in advance [15].

2.2 Information Warfare

Information warfare becomes common, an many parties used it, so the
information now in dangerous, this makes everyone cares about protect their

information, for these researches increased about this term.

Cyberbreach becomes scary nightmare to personal and government.
Such that NASA was breached in 1999 by a 17-year-old high school student

from Colorado Springs [55].

In 2013 adobe is breached, hackers stole login information and nearly

3 million credit card numbers from 38 million Adobe users [52].

A big breach in the American system, where information of social
security numbers was accessed for 22 million people, and information

belonging to a large group of US government employees [53].
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Types of hacking
1- Internal
e By user
e USB
e Another computer in the same network
e Through network devices for examples printers and phones
2- External: through internet, and this way is the most popular
e By mail
e By visiting website
e Through download program

e Through accepting an unknown extension, or downloading file or

link
Types of hacking according the attacker
e Individually
e Groups
Types of hacking according method
e By malware

e By vulnerability
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Vulnerability is a weakness that is inherent in every network and device.
This includes routers, switches, desktops, servers, and even security devices

themselves [1].

Malware is a software that harmfully attacks other software to destroy it,
where to harmfully attack can be observed to mean to cause the actual

behavior for the software to differ from the intended behavior [26].
Steps of attack [44]

1- Reconnaissance (Footprinting)

2- Scanning

3- Gain access

4- Maintain access

5- Clearing Track (Remove logs)

Footprinting is the process attackers take to understand a target's network
and associated system. This is a continuous process used throughout all
planned attacks, and in which attackers want to gain as much information

about the target as possible [46].
Types of information
e Companies and institution
e Individuals

e System
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e Networks

Foot printing for companies and institutions

Employee data
e The company’s website
e Company privacy policy
e Company server
e And others
Foot printing for individuals
e Personal data
e Contact numbers
e Date of birth
e Location
e Education
e And others
Foot printing for systems
e Name of users
e Name of system
e Passwords

e And others
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Foot printing for network

Domain name

Internal domain name
IP address of the system
VPN points

And others

Another category for types of foot printing

Active: the attacker communicates directly with the victim or his

website to take the information he needs.

Passive foot printing: the attacker does not communicate with the

victim directly, but rather collects information from other locations.

Social engineering: is the ability to manipulate people to perform

actions or acknowledge sensitive information, such as:
o Contact data

o Mail

o Bank information

o Friends and relationships

o The work

Port scanning can be defined as ‘“hostile Internet searches for open

‘doors,’ or ports, through which intruders gain access to computers.” [27]
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The attacker makes sure that administrator use security tools such as

intrusion detection system (IDS) and virtual private network (VPN).

An intrusion detection system (IDs) is a device or software that can
detect an attack as it occurs. IDS systems can use different methodologies
for monitoring for attacks. In addition, IDS can be installed on either local
hosts or networks. An extension of IDS is an intrusion prevention system

(IPS) [11].

Definition (2.10) [11]: A virtual private network (VPN) is a technology that
enables authorized users to use an unsecured public network, such as the

Internet, as if it were a secure private network.

Features of VPN
e The internet service provider will not be able to snoop your data.
e Browsing the internet with more secure and confidential.
e Encrypt all data that you use on the internet.

Gain access: This phase is where an attacker breaks into the
system/network using various tools or methods. A tailgater stands outside
the door and waits until an employee exits the building. He then slips behind
the person as he is walking away and grabs the door just before it closes to

gain access to the building [11].

Maintain access: the attacker maintains access to the hacked system, so

that the attacker does not have to redo the hacking every time he needs to use
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the victim’s machine. This is done by using special programs or routines

implanted on the victim’s machine.

I will report group of terms, method, and program used by attacker and

administrator in the last two steps; gaining access, and maintaining access.

Spyware is a general term used to describe software that secretly spies on

users by collecting information without their consent [11].
What does spyware do in system?

Spyware hides all its operations in the system inside a file to avoid

reveal and delete it.

Spyware similar to the trojan horse program that disguises the
components of free software available on the internet for fee download an

installation.

The spyware program allows the attacker to collect data about the
victim or the company such as email, login data, passwords, bank account

number, etc.

How spyware is spread in systems?
e Itis infected by downloading and installing untrusted applications.
e Browser vulnerabilities.
e By cookies.

Network sniffing or packet sniffing is the process of monitoring a

network in an attempt to gather information that may be useful in an attack.
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With the proper tools a hacker can monitor the network packets to obtain

passwords or IP addresses [8].

Not only can it get data packets for the device it is installed on, it can also
get data packets for the devices that were connected to the same network as

well.
Sniffing works in three steps

1- The attacker operates a sniffing in the local network (LAN) to be able

to access all activity logs within the network.

2- Data inside the network may contain sensitive data such as a password

or email and unencrypted passwords.

3- The data obtained by the attacker through the sniffing is used in the

unauthorized entry process to the target device.

Definition (2.14) [8]: Encryption is the process of scrambling the contents
of a file or message to make it unintelligible to anyone not in possession of

the "key" required to unscramble it.

Cross-Site Scripting (XSS): Not all attacks on websites are designed
to steal content or deface it. Instead, some attacks use the web server as a
platform to launch attacks on other computers that access it. One such attack
IS a cross-site scripting (XSS) attack. XSS injects scripts into a web

application server to attack at unsuspecting clients [11].
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The aim of DoS attack is to make services unavailable to legitimate users,
and current network architectures allow easy-to-launch and hard-to-stop DoS

attacks. And explanation of this concept follows in this section [21].

SQL injection: Another server-side web application attack that Is done
by using specially crafted user response that act as part of SQL rather than a
value of the user’s response. SQL stands for Structured Query Language; a
language used to view and manipulate data that is stored in a relational
database. SQL injection targets SQL servers by introducing malicious

commands into them [11].

The rootkits program can replace the basic system programs with
modified programs that work when the system is running to help run the

malware, such as: backdoor, DDoS, Packet sniffers, log-wiping.

The goals of rootkits in system
e Open a channel in the system to permanent login via backdoor.
e Hides attacker activities and movements in the system.

e It collects sensitive data activities and records from the system to

benefit the attacker in logging in.

e It installs a lot of malware in the system or server and updates it

constantly.
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Methods to recognition rootkits

e Integrity-based detection: compare system files, operating logs, and

memory with reliable system files.

e Signature-based detection: comparison the system and operational

files with rootkits database finger print and movement.
e Heuristic/behavior-based detection: note a change in system behavior.

e Runtime execution path profiling: compare the system operation paths

before and after entering the rootkits.

e Cross view-based detection: comparing usual files like system files

with algorithms that usually run the same data as operating files.

Steganography: the word steganography, with origin in Greek, means
“covered writing,” in contrast with cryptography, which means “secret

writing” [16].

For example: someone may use an electronic picture to transfer text
messages or even hidden pictures to another person without anyone
knowing, that everyone thinks that the two people exchange pictures, while

these pictures are loaded with hidden messages.
The difference between steganography and encryption

When encryption the information, the other people can know that there
IS communication between two parties, but it cannot understand the

information because it is encrypted. But in the steganography, the third party
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don’t know that there anything hidden or that there is a connection between

the two parties.

Types of steganography
e Steganography in the photos: by tools such as quick crypto.
e Steganography in document: by tools such as whbstego.

e Steganography in audios: by difference tools and methods such as

LSB coding, echo data hiding, and spread spectrum method.

e Steganography in videos: the same steps and method to steganography

in photos and audios, because the video is slices of photos and audios.

Analyzing of steganography: the science of analyzing methods of
steganography depends on discovering the method of converting the

message from ordinary to hidden using the techniques of steganography.
The challenges of steganography

e Effective identification and discovery of hidden content within digital

images is difficult.

e Texts may be encrypted before they are entered into files, making it

difficult to decrypt and identify.

Remove logs (covering tracks): is the last step of penetration steps. After
a successful entry into the system or device and having the powers of the
administrator, the hacker works to hide his effect from the system so that the

breach and movements in the system are not exposed.
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Steps for remove logs
e Clear logs
e Manipulation logs
e Disable auditing
e Hide tools
| will report here a type of attack used by the attacker.

Denial of Service ”DoS”: A group of authorized users of a specified
service is called to deny service to another group of authorized users if the
former group makes the specified service unavailable to the latter group for

a period of time which exceeds the limit [17].

Distributed denial- of-service (DDoS) is the same as the “DoS” but it

sent by two or more persons [51].
The effect of a DoS attack

e Network crashes

e Financial losses

e Business and corporate crashes

e Service reputation losses
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Chapter Three

Implementation of Game Theory in Network Security

Since the network security is the information warfare between two or
more players, and all of these players search for the optimized decision to
maximize profits or minimize losses. Then we can solve this model using the
conflict models in game theory, since the game theory is used to find the

optimal solution or optimal decision for any player.

So, in order to use the game theory, we should specify the main

elements in this game:

The players are (administrators and attackers) whether we have one
admin. And one attacker or more, the model should be controlled according

to the case in network.

In order to specify actions, we must know the capabilities of admin

and attacker, or in other words what can they do.

In order to specify strategies, we must understand the effect of each

action taken by parties, in terms of profits and losses.
Payoff: we should search about the expected payoff for all strategy profile.

It means that we convert the problem of the network security to
mathematical model, and this model is different from one case to another, in

network security.
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In network security there is more and more case different according to
number of players, form of movement, actions and strategy for players, and

others.

In this section, we will report a literature review related to solving

different problems in network security using game theory.

M. Ara et al., [2] talk about zero-sum power allocation game in the

parallel gaussian wiretap channel with an unfriendly jammer.

They assumed that the legitimate users, for example (A, and B), such
that A is a transmitter (i.e., A transmit messages to B) this channel is the

main channel.

They assumed that there exist another two channels, which are (i) the
jammer channel, such that it is jamming the main channel, and (ii) there is a
user who is not legitimate and he is eavesdropped and he wiretap the

messages in main channel.

The authors considered this model is the zero-sum game and they used

many theorems to produce the optimal solutions for transmitter and jammer.

They used a theorem which states that if the transmitter strategy s;; is

fixed, i = 1,2,...,n. Then, the optimal jammer strategy s;; is:
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T. Spyridopoulos et al., [45] treated the problem about defense frame
work against denial of service (DoS) or distributed denial of service (DDoS)

cyber-attacks by game theory.
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Figure 9: a dumbbell network topology for DoS and DdoS attacks. [44]

They expressed this system by figure 13, such that
S: is a victim server.
SW: is the switch to victim server.

DM: is the node that hosts the defense mechanism (in this case the defense

mechanism is a fire wall).
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The link between the defense mechanism and the switch is our network’s

bottleneck.
PR: perimeter router.

L;: are the legitimate users, such that i € [1,n] where n is the number of

legitimate users that want to connect to the server.

Z;. are the attacking nodes, such that j € [1, z] where Z is the number of

nodes controlled by the attacker who wants to perform a DDoS attack.

The authors considered the model in game theory that represent this
case in network security is non-cooperative zero-sum game. And they build

the payoff function based on this model in game theory.

And they take many distributions to the sending legitimate users, such

that normal, exponential, Poisson, and others.

As another subject in this section, the microcircuit becomes more
developed to becomes the ICs (integrated circuit), but coinciding with the
development in ICs, the strategy’s attacker developed also. The attacker has
the possibility to entering malicious hardware in ICs, this malicious
hardware called trojans hardware. On the other hand, the defender checked.
These processes become very difficult because limitations of resource and

time.

C. A. Kamhoua et al., [23] used the game theory to check this IC takes

into account intelligent attackers. These cases are modeled as a zero-sum
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game between attacker and defender, and used Nash equilibrium to get best

response for defender.

The authors build this model, but I will report here a numerical example in

this paper.

They consider a digital circuit with 4 input partitions (N=4), i.e., four
classes of trojans and four different strategies of attacker let the values of

strategy for attacker:
Vy = 1,173 == Z,UC == 4‘,UD = 12

Such that A, B, C and D are the strategies for attacker and the defender

strategies are:
AB, AC, AD, BC, BD, and CD.

The payoff is represented in next table.

Table 9: Hardware trojan detection game in normal form. [23]

Defender

AB AC AD BC BD CD

-FF |[-FF |[-FF [1,-1 (1,1 1,1

Attacker -F, F 2,-2 2,-2 -F, F -F, F 2,-2

4,-4 |-FF |4,-4 |-FF |4-4 |-FF

o0 w>

12,-12 |12,-12 | -F, F 12,-12 |-F,F | -F, F

Such that F is fine that the attacker pays to the defender when a trojan is

detected.
By studying mixed strategy Nash equilibrium, they get three equilibriums:
{0.323A+0.29B+0.242C+0.145D;0.355AD+0.29BC+0.129BD+0.226CD}

{0.323A+0.29B+0.242C+0.145D;0.29AC+0.065AD+0.419BD+0.226CD}
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{0.323A+0.29B+0.242C+0.145D;0.29AB+0.065AD+0.129BD+0.516CD}

These equilibriums represented in follows figures:

Attacker's Mixed Strategy Nash Equilibrium

A B C D

Attacker's Pure Strategies

0.4

o
w

o
H

(]

Probability of Playing Each Pure
Strategy
o
)

Figure 10: Attacker’s mixed strategy Nash equilibrium. [23]
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Figure 11: Defender’s mixed strategy Nash equilibrium. [23]
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Marginal Distribution of Defender's Mixed Strategy Nash Equilibria
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Figure 12: Marginal distribution of the defender’s mixed strategy Nash equilibrium. [23]

In paper “network attack and defense game theory based on Bayes-
Nash equilibrium” [29], the authors assumed the case between attacker and
defender such that the strategy of defender are defending or not defending

and strategies of attacker are attacking or not attacking.

The authors assumed that these cases can be described by incomplete
information game and solved it by Bayes-Nash equilibrium, so that they used

some formula to solve this problem such as
Defensive strategy is

$1(61) = (511(01),512(61), .., S1m (61))
Such that ; is the type set of players i
Attack strategy is

52(02) = (521(02),522(62), ..., 52n(62))
The risk probability is

Ak (511'(91)»52]'(92)) =1- Pk(51i(91);52j(92))
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Such that p, is the security probability and g, is the probability that

the assets that were included in the point k will be at risk due to attack, and

pr=1-—qy
Since the authors assumed that there are two different levels of risk

aversion of attackers, then they represented the revenue of risk aversion | and

Il by mr; and m; respectively, such that
5 = D — Qre[$2(021) — 51;(011)] * 52;(621)
T, = qi — Dk [SZj(HZZ) - S1j(911)] * S5 (622)

Since the authors assumed that the defender has only one type, then
the expected revenue obtained by the defense party when the defender select

strategy s;;(6011) IS

1
T = §{Pk - qk[Szj(921) - S1i(911)] - k} * (_511'(911))

2
t §{qk ~ Pk [SZj (022) — 511‘(911)]} * (—51;(6011))

The equilibrium is
* 16k — pr — 2qy
s1i(011) = 3 20k + ar
1pe 16k —pr — 24
2q, 6 2pp+q

l1q, 16k —pr —2qx
2p 6 2pptqp

$2(021) =

$2j(022) =
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Chapter Four
Real Model in Network Security

4.1 Stochastic Game Model

This chapter focuses on some of the important cases in this topic. So,

the first section will be about case in the abstract idea of game theory.

Since the main idea in network security is the war between the attacker
and the administrator, such that the network will be in normal state in other
words it works by normal operations, so the administrator will work nothing
but the normal check and he will explore to the vulnerability of the network,
in this time malicious individual (could be competitor or a hacker whose aim
is financial gain) thinking how to corrupt the network, steal data, or make
financial loss to the network. When the attacker makes any kind of these
attacks, it will be discovered by the administrator and he works to return the

network to normal operations.

So, this model studies the actions for two players, such that one of
them choses action and the other respond by his action, so for convenience,
actions for both players, effect of each action on the network, and the

probability of each player to decide the action will be explained.

On the other hand, the reward of the attacker will be measured by level
of destruction of the network, and the costs of administrator will be measured
by how much time the administrator need to return the network to normal

operation. And if he has a financial loss or stolen confidential data. So, the
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reward gained by attacker is not essentially equal to the cost played by

administrator.

So most appropriate model in game theory to this problem is a general-
sum stochastic game model. In fact, the model and cases in this chapter are

clarification for the “game strategies in network security” paper [32].

Formally, a two-player stochastic game is a tuple (S, A%, 4%,Q,RY, R%,B)

where

Note: the symbols that are used in this study are the same used in the paper

of game strategies in network security.

S ={e&q, ..., ey} is the state set

Ak ={ak, . al ) k=12 MF=|4F

, IS the action set of player k. the

action set for player k at state s is a subset of A%, i.e., A¥ € A% and

UIiV=1AI§i = Ak
Q:S x A x A% x S — [0,1] is the state transition function
R*¥:S x A' x A> > R,k = 1,2 is the reward function of player k

0 < B < 1 is adiscount factor which means: the future rewards to a game

player.

Here in this chapter, players 1 and 2 are the attacker and the administrator,

respectively.
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4.2 Form of Network

Figure 13: form of network [32]

As shown in figure 17, the model of network, contains nodes and
edges. Such that nodes are the main elements in this network and it is E, W,
F, N where these nodes represent a single computer, webserver, file server,
and workstation, respectively. The edge in this network is the road for

communication, whether this road is physical as cable or virtual as WIFI.

To solve this model, we should report the actions for both players and
the effects of each action. But for convenience we will separate the action
and the state for each player, and study each player alone as shown in figure

18 and figure 19.

So, the actions of attacker are
A = {attack httpd,

Attack ftpd,

Continue attacking,
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Deface website and leave,

Install sniffer,

Run DOS virus,

Crack file server root password,

Crack workstation root password,

Capture data,

Shutdown network,

0}

Such that @ is inaction

Actions for administrator is

A? ={remove compromised account and restart httpd,
Restore website and remove compromised account,
Remove viruses and compromised account,

Install sniffer detector,

Remove sniffer detector,

Remove compromised account and restart ftpd,

Remove compromised account sniffer,

0}
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Figure 14: actions for attacker [32]
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Each row of boxes in these figures represent state in this model, and
all of actions in each state represent a subset of A* or A2. To explain this, in
the state “normal operation” in figure 14, the attacker can take many of

actions.

A ormai operation ={attack httpd, attack ftpd, @}

Each player in any state has many actions to take to make network
transition to another state, so when the player wants to transfer from one state
to another, he needs to choose an action from available actions in this state,
this action ensure transition to new state by probability value, and it achieves
to this player a value of reward or costs. For example, when attacker exists
in state “httpd hacked” in figure 14, and he decided transition to another
state, he has several options, which are {deface website and leave, install
sniffer}. If he decided to choose “deface website and leave” he will deface
website by probability equal “1” and reward equal “99”, and if he decided to
choose “install sniffer” he will arrive either to “webserver sniffer” by “0.5”
probability and reward “10” or to “webserver sniffer detector” by “0.5”
probability and reward “10” too. So, we can say prob (website defaced: httpd

hacked, deface website and leave) =1.

4.3 Nash Equilibrium.

Nash equilibrium is a concept in game theory that represent a solution
for the model that ensure equilibrium between players, such that it achieve
to each player maximum benefit or reward he can get or minimum loss he

incurs.
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This concept was used in many models of the game theory, also it can
be used here in this model - general sum stochastic game model-, and the
main idea in these concepts as it was represented in the first chapter in are

explained as follow:

Let me be player 1 in the game, | will say if me and the other player
used the optimal strategy (as the Nash equilibrium represent it) that ensure
to me benefits greater than or equal for benefits that | will have if | used any
other strategy and the other player used the optimal strategy. So, both players
decided to choose an optimal strategy. So, let we put this idea iIn

mathematical form [34]
vi(nl, n?) > vi(nt,n?), vt € QM and
vi(nl,n?) = v¥(nl,n®) vn? € ov?
Such that
ks > 0" isa stationary strategy for player k

Stationary strategy meaning is that the rule of choosing an action is the same

in every stage
And ¥ (s) is the vector [* (s, ay) ... Tk (s, aMk)]T
Where n*(s, a ) is the probability that player k will take action « in state s

And v¥(r',m? ) is the value vector of the game for player k when both

players play their stationary strategies 7z and n2

wherevk: 2(s) = Eq1 2 {3H_o(B) i p: 5¢ = 5}
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where the expectation operator E ;1 2{.} Is used to mean that player k plays

Tl'k

ANd 1 = T (Sepn) "R¥ (Sp4p) 2 (Spen) for R = 0

And Q" = {p e R™: 1., p; = 1,p; = 0} be the set of probability vectors of

length n

In fact, there are two types of stochastic game model; infinite-horizon game
and finite-horizon game. Here we used infinite-horizon game, so let H=co

and f < 1.

To find the stationary equilibrium for this model we should use the non-
linear programming [34]

ul,z?zl,iar},az 1T[uk* — R*(a1,02%) — Bp(ct,0®)u*], k=12
Subject to

RY(g)o%(g) + BT (g5, u)o?(g) <u'(gy), i=1,..,N

ol (e)TR?(&) + Bot(e)TT (g, u?) < u?(eH)1T, i=1,..,N
Where u* € RV
ok e oM"

R*(a1,0?) isthe vector [61(e;)TR*(e1)d%(gy) ... aX(en)TR*(en)a?(en)].

It contains the rewards for each state when the players play o and ¢

p(ct,0?) is a state transition probability matrix
[0 () [p(s":5,a%, a)]arentazenz ()], This matrix is the

stochastic matrix for a Markov chain induced by the strategy pair (a1, c2).
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T(s,u) is the matrix [[p(e;:s,at,a?)..p(en:s, at,a®)]"u"] ieqt g2e02,

where u is an arbitrary value vector.

So T (s, u) represents future rewards from the next state

4.4 static game models

In this section | will review the ideas about static game models. In [30]
the researchers considered the conflict between the attacker and the
monitoring nodes in the network, and they considered the actions for the
attacker to be (attack, or not attack) and the actions for the node of the
network is (monitor, or not monitor), and it concluded the payoffs as the

following tables.

Table 10: Payoff matrices for the defender and its opponent when the
opponent node is a malicious node [30]

Monitor Not monitor
Attack (1-20)w—cy Ra—1Dw—cy W — Cyy—W
Not attack 0,—Bw — ¢y, 0,0

Table 11: Payoff matrices for the defender and its opponent when the
opponent node is a regular node [30]

Monitor Not monitor
Not attack 0,—Bw — ¢, 0,0

where:

w is the security value of the defender?



59
c, and c,, denote the cost to the attacker of making an attack, and the

cost to the defender of keeping the monitoring system activated.
1— o denotes the false negative rate or missing attacks rate.
B represents the false alarm rate.

Then they derived some of functions to find the best strategies, such that.

( q:((1 — 20)w — ca)]
. +(1 - qE)(w - Ca)
+(1 = p)lgg- 0 + (1 — gg). 0]
if the opponent is malicious
if the opponent is regular

PE1((26¥ —Dw — Cm)
Mo +(1 — pp1) (—Pw _Cm)
Qg = argmaxosgs1y  |+(1 — q@)[pp1(—w) + (1 — pg1). 0]

Pe1 = argmaXo<p<i

A

PE

kaz =0

‘

~"

q[(1 = pg2) (- ,B(U_Cm)
+(1— [

=0 [ G e 01 |

: )_<(p.q)lfuo>(2a+ﬁ_1)w

Pe:4e) = 5.0) i <(1+,8)w+cm

\p, f bo Qa+p—-1NDw

Where p* = (zﬁ)ﬁ if the opponent is malicious node

0 if the opponent is a regular node

if the opponent is malicious
if the opponent is regular

i (8:]hf (6)) P (it |61, b (t1)
Y5, 14 (0;|h] (1)) P(a; (ti) |0, hi (1))

x _ W—Cq —
q = ,and p {0

wi (0] a; (e, 1 (t) =

Where:

Uo: the strategies of the opponent and the defender can be represented by a

tuple (p, q).
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p represents the probability that the opponent plays attack.

q represents the probability that the defender plays monitoring.
(pg, qg) Is the Bayesian equilibrium.

Nodes j and i denotes the defender and it opponents, respectively.
a; (t;) represents the action of player i at stage t.

h{ (tx) is the history actions of node i observed by node j from stage ¢, to

stage ty_;.

P(a;(t)|6; k! (t;.)) represents the probability that a; (t;) is observed
at stage t, under the condition that the type of the opponent (node i) is 6;
and that the defender (node j)'s observation h{ (ty) on 6; the history actions

of the opponent (node i).

u;(6:a;(t), k] (t,)) represents the probability as the update
inference of node j that the type of node i is 6; under the condition that the

observed history actions of node i is h{ (tx) and the action of node i at stage

ty is a; (ty).

4.5 Internet of Things and How to Develop it?

Another important case in this topic is about using game theory in the
internet of things (IoT). According to “Green Fog Planning for Optimal
Internet-of-Thing Task Scheduling” paper “The important of this topic come
from this topic is modern, and the scientific giving is renewed. Moreover,

the 10T used is spread in many fields of life. It is predicted that more than 50
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billion of terminals and devices, such as smartphones, tablets, wearable
devices, etc., will be connected to the Internet in 2020, which will generate
as much as two Exabytes daily 10T data with features of volume, velocity,

and variety” [18]

On the other hand, and for this importance, the attackers are targeting
this field actively. So, the protection became very important, thus game

theory turn is useful.

We will take a quick look in the paper “A Game Theory Collaborative

Security Detection Method for Internet of Things Systems” [49]

This paper assumed that is N nodes (things or objects), and each node
“N” are exchanged information with his neighbors “N;”. On the other hand,
the attacker looking for the best aims and the best vulnerabilities. Here begin
the games nodes wants to prevents attack and decreasing the losses, and the

attackers want to increase the profit.

This paper assumed that the system makes alarm on node i when
attacks occur, this process is denoted by x; fori = 1, ..., N. on the other hand,
the paper supposes that x; are gaussian white noises with zero mean under

normal conditions and they are mutually independent.

To collaborative security detection, the paper defines two events
Hyand H,by {H,: a = 0} and {H;: a # 0}, and make the following testing

hypothesis.
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N

H,
1 > .
=1 HO
Through working on the data of the mathematical model, and through

derivation, the paper came up with the decision function at each node.

x;(m) = ¢;;x;(m — 1) + Z cijxj(m—1)

JEN;
Where the symbols used as in paper.

Then, this paper built on the previous result to find the best response

or the Nash equilibrium to this model.

This study will not focus on the details of this model, because our
focus is poured on presenting how to use game theory in the application of
network security. Speaking about network security model details need to

have co-writer of this study who is specialized in network security.

In any case this paper depends on Nash equilibrium to solve this
problem and finally it explains case studies, such that distributed denial of

service (DDoS).

What | want to say, is that the security in the 10T is very important
field because it is very spread today and it became used in vital facilities, for

example, oilrigs and military facilities.

On the other hand, Fog became a very important field in cyber which

is now used in the 1oT.
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Offshore oilrigs generate 500 GB of data weekly, commercial jets
generate 10 TB for every 30 minutes of flight [12], where any delay in terms
of milliseconds affects these facilities. So instead of transferring the data to
the cloud, it is transferred now to miniature cloud in the same facility where

the things are.

As a conclusion, the security of the fog of the internet of things became
a crucial thing to be done, because of its need to human life, and so research
should be concentrating on using game theory in making the best use of the

security of this field.
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Conclusion

As a result, to this study, the implementation of game theory in the
field of network security was very useful. The survey that was done and
presented in this thesis shows that the chances to have better defending
strategies against the hacker’s attacks are higher, and the losses are decreased
by making the algorithms of network security much powerful with the aid of

this theory.

Game theory models that represent the conflict between the
administrator and the hacker were presented in this study, the equilibrium of
these models was clarified and the application of game theory on many cases
of network security has been illustrated such as: wiretap channel, IC
infection check, denial of service problem solution... also the information
warfare was studied in general, and the application of game theory in the

field of securing the internet of things and the fog was elaborated.

Although the results of implementing game theory in the field of
network security are mesmerizing, it is still used in its basic form, so it is
recommended that the researchers make a lot of effort in this field to produce
much more effective algorithms using this powerful tool (game theory),
especially if we know that game theory is not used in some of the important
fields yet such as the security of the fog, it is needless to say that this field of

research isn’t covered yet and it has a lot of potential.
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