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Abstract 

In this thesis we will focus on the numerical handling of system of linear 

Volterra integro-differential equations. 

In this thesis we will investigate some numerical techniques for solving 

system of linear Volterra integro-differential equations. These numerical 

techniques are: reconstruction of variational iteration method, sinc 

collocation method based on sinc function's and the Chebyshev wavelet 

method. Some illustrative examples to demonstrate the validity and 

applicability of these techniques are solved. A comparison between these 

methods is carried out. Numerical results have shown that Chebyshev 

wavelet method is one of the most efficient and powerful numerical 

techniques for solving system of linear Volterra integro-differential 

equations in comparison with the other numerical techniques.
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Introduction 

The system of integro-diferential equations is one of the most important 

mathematical tools in both pure and applied mathematics. These systems 

have motivated a huge amount of research work in recent years. They arise 

in many physical phenomena such as wind ripple in the desert, nano-

hydrodynamics, population growth model, glass-forming process and 

oceanography. [5, 15] 

Many numerical methods for solving system of linear integro-differential 

equations have been developed by many researchers. Rahimi [35] used the 

reconstruction of variational iteration method for solving systems of 

Volterra integro-differential equations and this method was compared with 

the homotopy perturbation method and proved that the RVIM method was 

more accurate and faster. In [24] Hesameddini et al., the Sinc-collocation 

method was used to approximate the solution of systems of linear Volterra 

integro-differential equations with initial conditions. They noted that the 

results could be improved by increasing number of dimensions. Aminikhah 

et al. [5] applied wavelet method for the numerical solution of linear 

system of integro-differential equations. They use the Chebyshev 

operational matrix of integration to solve these systems. Al-Faour et al. [3] 

used spectral method for solving system of linear Volterra integro- 

differential equations. They also used power functions and Chebyshev 

polynomials to solve some of the examples and concluded that power 

functions produce better approximation than the Chebyshev polynomials. 
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[17] Chandra et al. applied the single term Walsh series technique for 

solving system of linear second order Volterra integro-differential 

equations. They concluded that this method has more accurate results than 

the expansion method. Akyuz et al. [2] implemented Chebyshev 

collocation method to solve the systems of higher-order linear integro-

differential equations. [29] Maleknejad et al. used rationalized Haar 

functions method for solving linear integro-differential equations system. 

They observed that the results could be improved by increasing number of 

dimensions. Arikoglu et al. [7] used differential transform method for 

solutions of integral and integro-differential equation systems. Biazar et al. 

[12] used  homotopy perturbation method for  solving systems of integro-

differential equations. This method was characterized by rapid 

convergence. Biazar et al. [11] used Chebyshev wavelets basis on the 

interval [0, 1] for solving systems of integro-differential equations. 

Gachpazan [21] used the Power series method in which the Taylor 

expansion of the exact solution of linear or nonlinear integro-difierential 

equations system is obtained by recursive procedure. Jangveladze et al. 

[26] used the Finite difference approximation of the nonlinear integro-

differential system associated with the penetration of a magnetic field into a 

substance is studied. In [25], Holmaker proved that the stationary solution 

of the formation of liver zones by a system of integro-differential equations  

is in fact globally asymptotically stable. That is, it is the limit (as time tends 

to infinity) of the solution of the integro-differential equations for arbitrary 

initial values. Bloom [14] recently demonstrated a system of integro- 
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differential equations governs the evolution of the components of the 

electric displacement field in a simple class of rigid holohedral isotropic 

dielectrics. 

In this work, we implement some numerical techniques for solving a 

system of linear Volterra integro-differential equations. These are  

Reconstruction of variational method, Sinc collocation method based on 

sinc functions and Chebyshev wavelets method. 

Reconstruction of Variational Iteration Method (RVIM) has been induced 

with Laplace transform from the Variational Iteration Method (VIM) that 

was developed from the Inokutti technique. The main feature of RVIM is 

that it provides rapidly convergent successive approximations to the exact 

solution and is very well-known for its simplicity in computation without 

any restrictive assumptions [35]. 

The Sinc collocation method based on sinc functions is widely used for 

obtaining the approximate solution of ordinary and partial differential 

equations and integral equations [24]. It is well-known that the sinc 

approximate solution converges exponentially to the exact solution. 

The Chebyshev wavelets have been used by many authors for solving 

various functional. The main idea of using Chebyshev basis is that the 

problem under study reduces to a system of linear or nonlinear algebraic 

equations. This may be done by truncated series of orthogonal basis 

functions for the solution of problem and using the operational matrices 

[5]. This thesis is organized as follows: In chapter one, we introduce some 
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basic concepts of systems of integro-differential equations and their 

solvability. In chapter two, we implement some numerical methods for 

solving system of linear Volterra integro-differential equations, these are:  

reconstruction of variational iteration method, sinc collocation method 

based on sinc functions and the Chebyshev wavelet method. Numerical 

examples and results are presented in chapter three and conclusions are 

drawn.  
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Chapter One 

Mathematical Preliminaries 

In this chapter, we introduce some basic concepts of systems of integro-

differential equations and their solvability. 

Definition 1.1[17] 

A system of integro-differential equations is the set of equations in which 

the unknown functions appear inside an integral sign and contains ordinary 

derivatives. 

         A system of integro-differential equations can be considerd in general 

as follows: 

  
( )( )    ( )  ∫ ( ∑    (   )  ( )

 

   

)           

 ( )

 ( )

 (1.1) 

subject to the initial conditions: 

  
( )( )                ,            (   )  (1.2) 

where   
( ) is the derivative of    of order  , the kernels    (   ) and the 

functions   ( ) are given real-valued functions and  ( ) and  ( ) are limits 

of integration that may be both variables, constant, or mixed.   ( ) are the 

unknown functions known as the solutions of the system. 
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1.1 Classification of Systems of Integro-Differential Equations 

1. System of Volterra integro-differential equations 

A system of Volterra integro-differential equations can be written as: 

  
( )

( )    ( )  ∫ (   (   )  ( )     (   )  ( )       (   )  ( ))   

 

 

 

  
( )

( )    ( )  ∫ (   (   )  ( )     (   )  ( )       (   )  ( ))   

 

 

 

  
( )

( )    ( )  ∫ (   (   )  ( )     (   )  ( )       (   )  ( ))   

 

 

 

                                                                              (1.3) 

  
( )

( )    ( )  ∫ (   (   )  ( )     (   )  ( )       (   )  ( ))   

 

 

 

The functions   ( )   ( )   ( )      ( ) are to be determined, the kernels 

   (   )    (   )      (   ) and the functions   ( ) are given real-valued 

functions [42]. 

2. System of Fredholm integro-differential equations 

A system of Fredholm integro-differential equations has the form: 

  
( )

( )    ( )  ∫ (   (   )  ( )     (   )  ( )       (   )  ( ))   

 

 

 

  
( )

( )    ( )  ∫ (   (   )  ( )     (   )  ( )       (   )  ( ))   

 

 

 

  
( )

( )    ( )  ∫ (   (   )  ( )     (   )  ( )       (   )  ( ))   

 

 

 

                                                                           (1.4) 

  
( )

( )    ( )  ∫ (   (   )  ( )     (   )  ( )       (   )  ( ))   
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1.2 (Linearity) [42] 

The system of integro-differential equations 

  
( )( )    ( )  ∫ ( ∑    (   )  ( )

 

   

)           

 ( )

 ( )

 (1.5) 

is said to be linear if the exponent of the unknown functions   ( ) under the 

integral sign for all   is one and all equations do not contain nonlinear 

functions of   ( ). Otherwise, the system is called nonlinear. Examples of 

nonlinear functions (                           ). 

1.3 (Homogeneity) [42] 

The system of integro-differential equations 

  
( )( )    ( )  ∫ ( ∑    (   )  ( )

 

   

)           

 ( )

 ( )

 (1.6) 

is said to be homogeneous if   ( ) is identically zero for all  . Otherwise, it 

is called nonhomogeneous. 
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Chapter Two 

Numerical Techniques for Solving 

Systems of Integro-Differential Equations 

There are many numerical methods available for solving systems of 

integro-differential equations. In this chapter, we will discuss the following 

methods: Reconstruction of variational iteration method, sinc collocation 

method based on sinc functions and Chebyshev wavelets method. 

2.1 Reconstruction of Variational Iteration Method 

Reconstruction of Variational Iteration Method (RVIM) has been induced 

with Laplace transform from the variational iteration method (VIM) that 

was developed from the Inokutti technique. The main feature of RVIM is 

that it provides rapidly convergent successive approximations to the exact 

solution and is very well-known for its simplicity in computation without 

any restrictive assumptions [35]. 

Before introducing the main approach of the RVIM, it is necessary to 

present the following definitions and theorems related to the Laplace 

transform method. 

Definition 2.1 [37]: Let  ( ) be a real-valued function defined for    , 

then the Laplace transform of  ( ) denoted by  , ( )- 

is given as: 
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 , ( )-   ( )   ∫      ( )  

 

 

    
    

∫      ( )  

 

 

 
(2.1) 

Definition 2.2 [37]: If  , ( )-   ( ), then  ( )     , ( )- is called the 

inverse Laplace transform of  ( ). 

Definition 2.3 [35]: The convolution of two piecewise continuous 

functions  ,       is the function     given by 

(   )( )  ∫  ( ) (   )  

 

 

 

Theorem 2.1 [35]: Convolution Theorem 

Let  ( ) and  ( ) are piecewise continuous functions on ,   ), then 

 ,   -   {∫  ( ) (   )  

 

 

}   , ( )-  , ( )- 

                                          ( )  ( ) 

Also we can conclude that: 

                             , ( )  ( )-      

 ∫  ( ) (   )  

 

 

 

Definition 2.4 [37]: The Laplace transform for the derivatives of  ( ) is 

given by: 
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 0 ( )( )1     ( )       ( )        ( )     (   )( ) (2.2) 

We consider the system of integro-differential equation of the form:    

  
( )

( )    ( )  ∫ .   (   )  ( )     (   )  ( )       (   )  ( )/   
 
  (2.3) 

where    
( )

 is the derivative of    of order  , subject to the initial 

conditions:   

 
 
( )

   
 ,      ,         (2.4) 

We can write system (2.3) as 

  
( )

( )    .    ( )   ( )     ( )/           (2.5) 

with the zero artificial initial conditions. 

Applying the Laplace transform to (2.5) and using the artificial initial 

conditions, we obtain: 

   {  ( )}   2  .    ( )   ( )     ( )/3 

Dividing both sides by    we get: 

 {  ( )}  
 

  
 2  .    ( )   ( )     ( )/3 
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If we set 
 

    ( ), then by using the convolution theorem, we get : 

 {  ( )}   ( ) 2  .    ( )   ( )     ( )/3   {(    )( )},          (2.6) 

where         ,    * ( )+   ( ). 

Taking the inverse Laplace transform to both sides of (2.6), we obtain: 

  ( )  ∫  (   )

 

 

  .    ( )   ( )     ( )/            

To impose the particular initial conditions to get the answer of (2.3), we 

have the following iteration form: 

  
〈   〉

( )    
( )

( )  ∫  (   )

 

 

  4    
〈 〉

( )   
〈 〉

( )      
〈 〉

( )5     

for         .                                                                                            (2.7) 

The values     
( )

( )   
( )

( )     
( )

( ) are given by: 

  
( )

( )    ( )     ́( )  
    ́

́ ( )

  
   

    

( )
( )

  
 

(2.8) 

Therefore, the reconstruction of variation iteration method   ( ) is 

obtained as follows: 

  ( )      
    

  
〈 〉

( )               (2.9) 

where    
〈 〉

( ) indicates      approximation of   ( )  
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2.2 Sinc Collocation Method Based on Sinc Functions 

The Sinc collocation method  based on sinc functions is widely used for 

obtaining the approximate solution of ordinary and partial differential 

equations and integral equations [24]. It is well-known that the sinc 

approximate solution converges exponentially to the exact solution. 

Definition 2.5 [31]: The sinc function is defined on the whole real line 

       by   

    ( )  {

   (  )

  
                      

                                    

} (2.10) 

 

Figure 2.1: Sinc function 

Definition 2.6 [31]: Let                 then the translated sinc basis 

functions are defined as  

 (   )( )      (
    

 
)  

{
 
 

 
    0

 

 
(    )1

 

 
(    )

                       

                                                    }
 
 

 
 

 
(2.11) 

which are called the      sinc functions. 
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Remark 2.1 [24]: The Sinc function for the interpolating points      , is 

given by 

 (   )(  )      {
                                      

                                    
} (2.12) 

Remark 2.2 [24]: If  ( ) is defined on the real axis and   is a positive 

integer, then the series   

 (   )( )  ∑  (  ) (   )( )

 

    

 
(2.13) 

is called the Whittaker Cardinal expansion of   ( ). 

The properties of the Whittaker Cardinal expansion have been extensively 

studied by [27]. These properties are derived in the infinite strip    of the 

complex  -planes where for any    ,    {        | |    
2


}  

To construct an approximation on the interval (   ) the conformal map. 

   ( )    (
   

   
) 

The map carries the eye-shaped region 

   {     |   
z a

( )
b z




|    

2


}. 

For the sinc method, the basis functions on (   ) for      are derived 

from the composite translated sinc functions, 
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 (   )   ( )      4
 ( )    

 
5  (2.14) 

where   (   )   ( )    (   )( ( )). 

The inverse map of    ( ) is  

     ( )  
     

     (2.15) 

Also we define the range of     on the real line as 

  {   ( )            } 

and the interpolation points *  + are then given by: 

      (  )  
      

     
              (2.16) 

Definition 2.7 [31]: Let   (  ) be the set of all analytic functions. Then, 

there exists a constant  , such that: 

| ( )|   
| ( )| 

,  | ( )|-  
             

(2.17) 

where  ( )    ( ). 

Theorem 2.2 [31]: Let     (  ) and   is a natural number, and   be 

selected by the formula 

  .
  

  
/
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Where 

     ,    
 ⁄ . 

Then, there exists a positive constant   , independent of  , such that  

   
   

| ( )  ∑  (  ) (   )   ( )

 

    

|      (    )   
  (2.18) 

Theorem 2.3 [24]: Let 
 

 ́
   (  ) and   is a natural number, and   be 

given as 

  .
  

  
/
   

  where        ,    
 ⁄ . 

Moreover, let    
(  )

 be defined as 

   
(  )

 
 

 
 ∫

   (  )

  
  

   

 

   

Then, there exists a positive constant   , independent of  , such that 

|∫  ( )  

  

 

  ∑    
(  )  (  )

 ́(  )

 

    

|      (    )   
  (2.19) 

Theorem 2.4 [24]: Let   be a conformal injective map of the simply 

connected domain    onto   . Then 

   
( )

 , (   )   ( )-|    
 {

                
                

 

   
( )

  
 

  
, (   )   ( )-|    

 

{
 

 
                            

(  )   
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( )

     

   
, (   )   ( )-|    

 

{
 
 

 
 

   

 
                           

  (  )   

(   ) 
              

       (2.20) 

We consider the system of linear Volterra integro-differential equations of 

the form: 

  
( )

( )    ( )  ∫ ( ∑    (   )  ( )

 

   

)         

 

 

  
(2.21) 

Subject to the initial conditions: 

  
( )

( )                              (   )  (2.22) 

in the domain ,   - and let   ( )    (  )  By using theorem (2.2),   ( ) 

is approximated as follows: 

  ( )    ( ) +  ( ), (2.23) 

where 

  ( )   ∑   
  ( )    (

 ( )    

 
)

 

    

   ( )  ∑   
   

 

   

 
(2.24) 

where    are unknown coefficients and  ( )    (   ) . 
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Integrating both sides of (2.23) from   to   we get  

∫   ( )   ∫   ( )  

 

 

 ∫   ( )   

 

 

 

 

 
(2.25) 

and by differentiating both sides of (2.23) with respect to   we get  

  
( )

( )    
( )

( )    
( )

( ), 

where 

  
( )

( )  ∑   

  ( ( )    .
 ( )   

 
/)

   

 

    

 (2.26) 

Substituting  (2.25) and (2.26) into system (2.21), evaluating the result at 

the Sinc points    
e
  

1 e
  , where              and by using theorems 

(2.3) and (2.4), a system of algebraic equations is obtained. 

Then we can solve it to obtain unknown coefficients 

2  
 3

    

 
 and 2  

 3
   

 
. 

2.3 Chebyshev Wavelets Method (CWM) 

The main idea of using Chebyshev basis is that the problem under study 

reduces to a system of linear or nonlinear algebraic equations. This may be 

done by truncated series of orthogonal basis functions for the solution of 

problem and using the operational matrices [5].  
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Wavelets constitute a family of functions constructed from dilation and 

translation of a single function called the mother wavelet [23, 18, 19]. 

When the dilation   and the translation   vary continuously we have the 

following family of continuous wavelets as 

    ( )   
 

√| |
  (

   

 
)             

If we choose the dilation and translation    , and      , respectively 

where    ,    . Then we have the following family of continuous 

wavelets as      ( )   √| |    (      )         where      forms a 

wavelet basis for   ( )  2        | ∫ | ( )|     
 
  3   

where   ( ): set of all square integrable functions equipped with norm  

‖ ‖  ,   -  .∫ | ( )|   
 

 
/
   

 . 

For the particular case, when     and    , then     ( ) forms an 

orthogonal basis. 

Chebyshev wavelets     ( )   (       ) have four parameters,               

              ,     and   is the degree of Chebyshev polynomials of 

the first kind. They are defined on the interval       by: 

         ( )   (       ) 

   {
     ̃ ( 

       )            
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where  

 ̃ ( )  

{
 
 

 
 

 

√ 
                   

√
 

 
   ( )         

 

and              , and                . 

  ( ) are the famous Chebyshev polynomials of the first kind of degree   

which are orthogonal with respect to the weight function  ( )   √    ⁄ , 

on the interval        and satisfy the following recurrence relation  

  ( )   ,   ( )   ,     ( )      ( )      ( ),           

See Figur 

 

Figure 2.2: The Chebyshev polynomials of the first kind. 

Remark 2.4 [5]: The set of Chebyshev wavelets is an orthogonal set with 

respect to the weight function    ( )   (        )  
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Definition 2.8 [5]: A function  ( ) defined on the interval       is 

called the wavelet series if this function is written in the following form 

 ( )  ∑ ∑       ( )

 

   

 

   

  

 where      . ( )    ( )/  ( ) is the inner product in    ,   -
 . 

Remark 2.5 [5]: The wavelet series in   ,   - is convergent if 

lim
       

‖ ( )  ∑ ∑       ( )

  

   

  

   

‖     

If the wavelet series is truncated, then it can be written as 

 ( )  ∑ ∑       ( )

   

   

    

   

    ( )  

where   and  ( ) are         matrices given by  

  0                                                               1
 

 

   [                        ]
 

, 

 ( )  ,    ( )     ( )         ( )     ( )     ( )  

        ( )    
      

( )    
        

( )-  

        [  ( )   ( )     ( )     ( )         ( )  ]
 

.                          (2.27) 
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Remark 2.6 [11]: The integral of the multiple of two Chebyshev wavelets 

vector functions with respect to   ( ) from 0 to 1 is an identity matrix. 

Moreover, A function  (   ) defined on ,   -  ,   - can be approximated 

as : 

 (   )    ∑     ∑      ( )

     

   

     

   

  ( )    ( )   ( ) 

where   ,   - is a matrix of the entries            , that can be 

determined by: 

    .  ( ) ( (   )   ( ))  ( )/  ( ),                , 

                    . 

The integral of the vector  ( ) defined in (2.27), can be achieved as: 

∫  ( )      ( )

 

 

 

where   is the             operational matrix of integration  [8]. 

 

This matrix has form : 

2 a

M E E E

O M E

B O O M

E

O O O M



 
 
 
 
 
 
 
 

, 
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where  ,   and   are     matrices given by  

1 1
2

1 1
2

11 0 0 0 0
2

2 10 0 0 0
4 4

2 1 10 0 0
3 2 6

2( 1) ( )
1 10 0

2 2( 2) 2

2( 1) ( )
10 0 0 0

2 2(C 2)

C

C C

M


 
 





 
 
 

 
 
  
 
 

  
  

 
 

 
 
  

 
 

 

2

2

2 0 0 0

0 0 0 0

2 2 0 0 0
3

1 ( 1) 1 ( 1)
2( )

2 0 0 0
2

1 ( 1) 1 ( 1)
2( )

2 0 0 0
2

C C

E

C C

 

 





 
 
 
 
 
 
 
 

     
  
 
 
 
    

 
 

 

 

0 0

0 0

O

 
 

  
 
 

 

The product characteristic of two Chebyshev wavelets vector functions are 

given as   

 ( )  ( )      ̃  ( ), 

where   is a given vector and  ̃  0 ̃  1
           

 is an operational matrix 

of product. 
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We consider the system of linear Volterra integro-differential equations of 

the form: 

  
( )

( )    ( )  ∑ ∫    (   )  ( )  

 

 

 

   

  
(2.28) 

with the following conditions 

  
( )

( )     ,                       (   )             (2.29) 

Now we approximate   
( )

( ) by using Chebyshev wavelet space as follows 

  
( )

( )    
  ( )              (2.30) 

Therefore we have 

  
( )

( )    
      ( )  ∑    

     

   

  

  
  

where             and     are         matrices given by  

  0  
      

        
        

      
        

           
        1

 
  

     0                                  1
 

, 

 ( )  ,    ( )     ( )         ( )     ( )     ( )  

        ( )    
      

( )    
        

( )-  

          [  ( )   ( )     ( )     ( )         ( )  ]
 

.                   ) 2.31) 



26 

The use of (2.29) and (2.30) other conditions will be considered the 

following approximation: 

  ( )    
   ( )    

  ( )    
   ( )    

  ( )  

   (   )    ( )    ( )  

(2.32) 

where     and    are known matrices for                          

By substituting the approximations (2.30) and (2.32) into the system (2.28), 

we obtain: 

  
  ( )    

  ( )  ∑ ∫ (  ( )    ( )) (  
   ( )    

  ( ))  

 

 

 

   

 

                       
  ( )  ∑ .  ( )   / (∫  ( )(  

   ( )    
  ( ))  

 

 

 

   

) 

               
  ( )  ∑ .  ( )   / (∫  ( )(  

     
 ) ( )  )

 

 

 

   

 

Therefore, 

  
  ( )    

  ( )  ∑   ( )    ̃  

 

   

 ( )              
(2.33) 

            , where   is the             operational matrix of 

integration and  ̃  are         matrices. 
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We multiply both sides of (2.33) by   ( )   ( ) and integrating with 

respect to   from   to 1, we obtain a linear system in terms of input   , 

           , the vector functions    elements are calculated by solving 

this system.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



28 

 

 

 

 

 

 

Chapter Three 

Numerical Examples for  

Systems of Integro-Differential Equations 
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Chapter Three 

Numerical Examples for  

Systems of Integro-Differential Equations 

In this chapter, three numerical techniques are considered to solve systems 

of integro-differential equations. These techniques are reconstruction of 

variational iteration method, sinc collocation method based on sinc 

functions and Chebyshev wavelets method. The algorithm of each 

technique will be implemented through Mathematica software to solve 

three numerical examples. 

Example 3.1 

Consider  the  system of  Volterra  integro-differential  equations: 

  
 ( )        

  

 
     

  

  
 ∫(   )         

 

 

   

  
 ( )     

  

 
   

  

 
    

  

 
 ∫     (     )    

 

 

   

(3.1) 

together with the initial conditions  

  ( )       ( )  
 

 
   

The exact solution of system (3.1) [41]  is   ( )         ( )      
 

 
 . 

We seek to find an approximate solution to the system (3.1) using the 

following numerical techniques: 
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3.1 Reconstruction of Variational Iteration Method 

The following algorithm implements the reconstruction of variational 

iteration method using Mathematica software. 

Algorithm 3.1 

Input N, n  

Input   ( ) for i =1, 2,  ….., N 

Input    ( ) for i =1, 2,  ….., N ; j =1 , 2 , ….., N 

Input initial condition   ( ) ;   
( )( )  for i =1 , 2 , ….., N ; d=1,…n-1 

Define    ( )     ( )  ∫ ∑    (   )    ( )
 
   

 

 
    

Applying Laplace transformation for both sides 

Substitute artificial initial condition   ( )     for i =1, 2,  ….., N ; 

  
( )( )     for i =1 , 2 , ….., N ; d=1,…n-1 

Use convolution theory  

Set    ( )    ( )  ∑
  

( )( )   ( )

  

   
    for i =1 , 2 , ….., N ; 

Applying recurrence iteration to calculate    ( ) for i =1 , 2 , ….., N ; for 

m =1 , 2 , ….., M ; 

Set          ( )      ( ) for i =1, 2,  ….., N 

 Input           ( ) for i =1, 2,  ….., N 
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Plot          ( ) ;          ( ) for i =1 , 2 , ….., N 

Define error= |         ( )           ( ) |; Plot error. 

Table 3.1 contains the exact and numerical solutions together and the 

absolute error using algorithm 3.1 for system (3.1) 
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Table 3.1: The exact and numerical solutions of applying Algorithm 3.1 for system (3.1). 

        

         

  ( )       

          
         

      

         

      

|        | 

               

  ( )      
 

 
 

          
         

       

         

      

|         | 

                                                  
0.1                                                           
0.2                                                           
0.3                                                           
0.4                                                           
0.5                                                         
0.6                                                           
0.7                                                         
0.8                                                         
0.9                                                         
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Figure 3.1.a compares the exact solution   ( )       and the 

approximate solution with      

 

Figure 3.1.a: The exact and numerical solutions of    using Algorithm 3.1 for system (3.1). 

Figure 3.1.b compares the exact solution   ( )      
 

 
 and the 

approximate solution with      

 

Figure 3.1.b: The exact and numerical solutions of    using Algorithm 3.1 for system (3.1). 
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3.2 Sinc Collocation Method Based on Sinc Functions 

The following algorithm implements the Sinc collocation method based on 

sinc functions using Mathematica software. 

Algorithm 3.2 

Input N, M, α, d, n  

Input   ( ) for i =1, 2, ….., N 

Input    ( ) for i=1, 2,….., N ; j =1 , 2 , ….., N 

Input initial condition   ( )  for i =1, 2, ….., N ; 

Input initial condition   
( )( )  for i =1, 2, ….., N ; d=1,…n-1 

Define sinc Function  (     ) 

Define   ( )   ∑      
  

     for i =1, 2, ….., n ; 

Define   ( )   ∑    
 (     ) 

     for i =1, 2, ….., N ; 

Replace   ( )     ( )    ( )  for i =1, 2, ….., N ; in each equation 

Calculate Sinc point     for p =-M-1 , -M , -M+1,……. , 0 , 1, .., M; 

Evaluate   (  )     (  )  ∫ ∑    (    )    ( )
 
   

  

 
     for p =-M-1 , -M , -M 

+ 1 ,……. , 0 , 1, .., M ;  for i =1 , 2 , ….., N ; 

From this step, we get (2 (M +1) * N ) equation 

Evaluate   ( )    ( ) for i =1, 2, ….., N ;  
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From this step, we get (N ) equation  

Evaluate   
( )( )    

 ( ) for i =1, 2, ….., N ; d=1,…n-1 

From this step, we get (N*(n-1)) equation  

Solving the algebraic system to get             for i =1, 2, ….., N ; 

 j =1, 2, ….., N; k =1 , 2 , ….., n 

Set          ( )                       ( )  

 Input           ( ) 

Plot          ( ) ;          ( ) 

Define error= |         ( )           ( ) | 

Plot error. 

Table 3.2 contains the exact and numerical solutions together and the 

absolute error using algorithm 3.2 for system (3.1)  
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Table 3.2: The exact and numerical solutions of applying Algorithm 3.2 for system (3.1). 

  

      

         

  ( )       

          
         

      

         

      

|        | 

               

  ( )      
 

 
 

          
         

       

         

      

|         | 
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0.2                                                                                                                

0.3                                                                                                               

0.4                                                                                                                

0.5                                                                                                             

0.6                                                                                                               

0.7                                                                                                             

0.8                                                                                                             

0.9                                                                                                            
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The accuaracy of the results in the Sinc collocation method based on sinc 

functions to solve system (3.1) has a max error of               and max 

error of                   

Figure 3.2.a compares the exact solution   ( )       and the 

approximate solution with     

 

Figure 3.2.a: The exact and numerical solutions of    using Algorithm 3.2 for system (3.1). 

Figure 3.2.b compares the exact solution   ( )      
 

 
 and the 

approximate solution with     



38 

 

Figure 3.2.b: The exact and numerical solutions of    using Algorithm 3.2 for system (3.1). 

Figure 3.3 shows the absolute error resulting of applying algorithm 3.2 for 

system (3.1) 

 

Figure 3.3: The resulting error of   &    after applying Algorithm 3.2 for system (3.1). 
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3.3 Chebyshev Wavelets Method 

The following algorithm implements the Chebyshev wavelets method using 

Mathematica software. 

Algorithm 3.3 

Input N, M, k , b, n  

Input   ( ) for i =1, 2, ….., N 

Input    ( ) for i =1, 2, ….., N ; j =1 , 2 , ….., N 

Input initial condition   ( )  for i =1, 2, ….., N ; 

Input initial condition   
( )( )  for i =1, 2, ….., N ; r=1,…n-1 

Define Chebyshev Function  (       ) 

Define weight function  ( ) 

Define    ,            ] for i =1 , 2 , ….., N ; 

Define  ( )  , (       )       (         )]  

Define   , ( )- as definition 2.8 

Define operator   , (   )- as remark 2.6 

 Calculate      ,  ( )- for i =1, 2,  ….., N ; 

Calculate      ,  ( )- for i =1, 2,  ….., N ; 

Calculate       ,   ( )- for i =1, 2,  ….., N  ; j =1 , 2 , ….., N 

Define operation matrix B 

Define   
( )( )    

   ( ) for i =1, 2, ….., N   
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Define   
( )( )      

     ( )  ∑    
  

  

     
    for i =1, 2, ….., N   

for r =1 , 2 , ….., n-1   

Substituting    
( )( )  for i =1, 2, ….., N ; for r =1 , 2 , ….., n  in the system 

Multiplying each equation by W(x).  ( ) 

Applying ∫    
 

 
 for all equations 

 From this step, we get (M*N ) equation  

Solving the algebraic system to get     for i =1, 2, ….., N ;  

j =1 , 2 , ….., N;  

Set          ( )               ( )  

 Input           ( ) 

Plot          ( ) ;          ( ) 

Define error= |         ( )           ( ) | 

Plot error. 

Table 3.3 contains the exact and numerical solutions together and the 

absolute error using algorithm 3.3 for system (3.1). 
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Table 3.3: The exact and numerical solutions of applying Algorithm 3.3 for system (3.1). 
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|        | 

               

  ( )      
 

 
 

          
         

       

         

      

|         | 
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0.9                                                                                          
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The accuaracy of the results in the Chebyshev wavelets method to solve 

system (3.1) has a max error of              and the max error of  

             

Figure 3.4.a compares the exact solution   ( )       and the 

approximate solution with     

 

Figure 3.4.a: The exact and numerical solutions of    using Algorithm 3.3 for system (3.1) 
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Figure 3.4.b compares the exact solution   ( )      
 

 
 and the 

approximate solution with     

 

Figure 3.4.b: The exact and numerical solutions of    using Algorithm 3.3 for system (3.1) 

Figure 3.5 shows the absolute error resulting of applying algorithm 3.3 

for system (3.1) 

 

Figure 3.5: The resulting error of  &    after applying Algorithm 3.3 for system (3.1) 
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Example 3.2 

Consider the system of Volterra integro-differential equations: 

  
 ( )           

 

  
       

 

 
   

 

 
               

 ∫(     )   (      )    

 

 

  

  
 ( )       

 

 
       

 

 
   

 

  
                   

 ∫(   )    (   )        

 

 

  

  
 ( )    

 

 
   

 

 
   

 

 
   

 

  
   ∫(    )            

 

 

   

(3.2) 

 

together with the initial conditions 

  ( )   ,   ( )      ( )    

The exact solution of system (3.2) [41] is 

  ( )          ( )          ( )       . 

We find an approximate solution to a system (3.2) using the 

aforementioned methods. 

Tables 3.4 and 3.5 contain the exact and numerical solutions using 

algorithm 3.1 for system (3.2) together with the resulting error. 
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Table 3.4: The exact and numerical solutions of applying Algorithm 3.1 for system (3.2). 
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Table 3.5 shows the resulting error of using the numerical solution. 
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The accuaracy of the results in the reconstruction of variational iteration 

method to solve system (3.2) has a max error of                  and max 

error of                    and max error of                     

Figure 3.6.a compares the exact solution   ( )        and the 

approximate solution with     

 

Figure 3.6.a: The exact and numerical solutions of    using Algorithm 3.1 for system (3.2) 
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Figure 3.6.b compares the exact solution   ( )       and the 

approximate solution with     

 

Figure 3.6.b: The exact and numerical solutions of    using Algorithm 3.1 for system (3.2) 

Figure 3.6.c compares the exact solution   ( )        and the 

approximate solution with     

 

Figure 3.6.c: The exact and numerical solutions of    using Algorithm 3.1 for system (3.2) 
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Figure 3.7 shows the absolute error resulting of applying algorithm 3.1 for 

system (3.2) 

 

Figure 3.7: The resulting error of   &    &   after applying Algorithm 3.1 for system (3.2) 

Tables 3.6 and 3.7 contain the exact and numerical solutions using 

algorithm 3.2 for system (3.2) together with the resulting error. 
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Table 3.6: The exact and numerical solutions of applying Algorithm 3.2 for system (3.2). 
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Table 3.7 shows the resulting error of using the numerical solution. 
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The accuaracy of the results in the Sinc collocation method based on sinc 

functions to solve system (3.2) has a max error of                 and max 

error of                 and max error of                   

Figure 3.8.a compares the exact solution   ( )        and the 

approximate solution with     

 

Figure 3.8.a: The exact and numerical solutions of    using Algorithm 3.2 for system (3.2) 

Figure 3.8.b compares the exact solution   ( )       and the 

approximate solution with     
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Figure 3.8.b: The exact and numerical solutions of    using Algorithm 3.2 for system (3.2) 

Figure 3.8.c compares the exact solution   ( )        and the 

approximate solution with     

 

Figure 3.8.c: The exact and numerical solutions of    using Algorithm 3.2 for system (3.2) 

Figure 3.9 shows the absolute error resulting of applying algorithm 3.2 for 

system (3.2) 
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Figure 3.9: The resulting error of   &    &    after applying Algorithm 3.2 for system (3.2) 

Tables 3.8 and 3.9 contain the exact and numerical solutions using 

algorithm 3.3 for system (3.2) together with the resulting error. 
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Table 3.8: The exact and numerical solutions of applying Algorithm 3.3 for system (3.2). 
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Table 3.9 shows the resulting error of using the numerical solution. 
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The accuaracy of the results in the Chebyshev wavelets method to solve 

system (3.2) has a max error of                  and max error of        

          and max error of                  

Figure 3.10.a compares the exact solution   ( )        and the 

approximate solution with     

 

Figure 3.10.a: The exact and numerical solutions of    using Algorithm 3.3 for system (3.2) 

 

 

 

 



58 

Figure 3.10.b compares the exact solution   ( )       and the 

approximate solution with     

 

Figure 3.10.b: The exact and numerical solutions of    using Algorithm 3.3 for system (3.2) 

Figure 3.10.c compares the exact solution   ( )        and the 

approximate solution with     

 

Figure 3.10.c: The exact and numerical solutions of    using Algorithm 3.3 for system (3.2) 
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Figure 3.11 shows the absolute error resulting of applying algorithm 3.3 for 

system (3.2) 

 

Figure 3.11: The resulting error of   &    &    after applying Algorithm 3.3 for system (3.2) 

Example 3.3 

Consider  the  system of  Volterra  integro-differential  equations: 

  
  ( )             

     

 
         

 ∫(   )    (     )     

 

 

   

  
  ( )        

 

 
      (   )  ∫(     )    (   )     

 

 

  

(3.3) 
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together with the initial conditions  

  ( )      
 ( )       ( )      

 ( )     

The exact solution of system (3.3) [41] is 

  ( )         ( )      . 

We seek to find an approximate solution to a system (3.3) by the following 

numerical methods: 

Table 3.10 contains the exact and numerical solutions together and the 

absolute error using algorithm 3.1 for system (3.3). 
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Table 3.10: The exact and numerical solutions of applying Algorithm 3.1 for system (3.3). 
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The accuaracy of the results in the reconstruction of variational iteration 

method to solve system (3.3) has a max error of                   and max 

error of                   

Figure 3.12.a compares the exact solution   ( )       and the 

approximate solution with     

 

Figure 3.12.a: The exact and numerical solutions of    using Algorithm 3.1 for system (3.3) 

Figure 3.12.b compares the exact solution   ( )       and the 

approximate solution with    3 
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Figure 3.12.b: The exact and numerical solutions of    using Algorithm 3.1 for system (3.3) 

Figure 3.13 shows the absolute error resulting of applying algorithm 3.1 for 

system (3.3) 

 

Figure 3.13: The resulting error of   &    after applying Algorithm 3.1 for system (3.3) 

Table 3.11 contains the exact and numerical solutions together and the 

absolute error using algorithm 3.1 for system (3.3). 
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Table 3.11: The exact and numerical solutions of applying Algorithm 3.2 for system (3.3). 
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The accuaracy of the results in the Sinc collocation method based on sinc 

functions to solve system (3.3) has a max error of              and max error 

of               

Figure 3.14.a compares the exact solution   ( )       and the 

approximate solution with     

 

Figure 3.14.a: The exact and numerical solutions of    using Algorithm 3.2 for system (3.3) 

Figure 3.14.b compares the exact solution   ( )       and the 

approximate solution with     
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Figure 3.14.b: The exact and numerical solutions of    using Algorithm 3.2 for system (3.3) 

Figure 3.15 shows the absolute error resulting of applying algorithm 3.2 for 

system (3.3) 

 

Figure 3.15: The resulting error of   &    after applying Algorithm 3.2 for system (3.3) 

Table 3.12 contains the exact and numerical solutions together and the 

absolute error using algorithm 3.3 for system (3.3). 
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Table 3.12: The exact and numerical solutions of applying Algorithm 3.3 for system (3.3). 
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The accuaracy of the results in the Chebyshev wavelets method to solve 

system (3.3) has a max error of                 and max error of        

            

Figure 3.16.a compares the exact solution   ( )       and the 

approximate solution with     

 

Figure 3.16.a: The exact and numerical solutions of    using Algorithm 3.3 for system (3.3) 
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Figure 3.16.b compares the exact solution   ( )       and the 

approximate solution with     

 

Figure 3.16.b: The exact and numerical solutions of    using Algorithm 3.3 for system (3.3) 

Figure 3.17 shows the absolute error resulting of applying algorithm 3.3 for 

system (3.3) 

 

Figure 3.17: The resulting error of   &    after applying Algorithm 3.3 for system (3.3) 
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3.4 Conclusion 

In this thesis we have solved a system of linear Volterra integro-differential 

equations using several numerical methods. These include the 

Reconstruction of variational iteration method, Sinc collocation method 

based on sinc functions and Chebyshev wavelets method. 

Numerical methods were implemented in the form of algorithms to solve 

some numerical examples. The results show the following observations:   

1) The results for example 3.1 show clearly that the Reconstruction of 

Variational Iteration Method (RVIM) is more efficient in comparison with 

the sinc and Chebyshev methods. This is because the RVIM is very well 

known for its fast convergence and consequently requires less CPU time in 

the case when the kernel and the exact solution are polynomials. 

2) Examples 3.2 and 3.3 show that Chebyshev wavelet method is more 

effective than counterparts used in this study for solving system of linear 

Volterra integro-differential equations in particular when the kernel and the 

exact solution are not polynomials. 
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بكمية  ،لمتطمبات الحصول عمى درجة الماجستير في الرياضيات قدمت هذه الأطروحة استكمالا 
 فمسطين. –في جامعة النجاح الوطنية، نابمس ،الدراسات العميا

2019 



 ب 

 الحمول التقريبية لنظام المعادلت التكاممية التفاضمية
 إعداد

 أحمد جلال أحمد عيسى
 إشراف

 انيأ.د. ناجي قطن
 الممخص

في ىذه الأطروحة ركزنا عمى الحل التقريبي لنظام معادلات فولتيرا التكاممية التفاضمية الخطية 
(system of linear Volterra integro-differential equations وقمنا باستقصاء بعض ،)

العددية ىي: الطرق العددية لحل نظام معادلات فولتيرا التكاممية التفاضمية الخطية. ىذه الطرق 
(، reconstruction of variational iteration methodإعادة بناء طريقة تكرار التباين )

 sinc collocation method based onطريقة التجميع السينك عمى أساس إقترانات السينك )

sinc function's( طريقة مويجات شيبيشيف ،)Chebyshev wavelet method إن الأمثمة .)
ية التي تناولناىا نفذت باستخدام ىذه الطرق العددية لحل نظام معادلات فولتيرا التكاممية العدد

 التفاضمية الخطية.

تم وضع مقارنة بين ىذه الطرق العددية حيث أظيرت لنا النتائج العددية أن طريقة مويجات  
راستيا وذلك بناء عمى شيبيشيف أكثر كفاءة وفاعمية بالمقارنة مع الطرق العددية الأخرى التي تم د

 الأمثمة التي استخدمناىا في الرسالة.  
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