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Magnetic Properties of the Dipolar Anti-ferromagneic planar System:
Parametric Study
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Dr. Abdel-Rahman Mustafa Abu-Labdeh

Abstract

The effects of a uniform external magnetic fieldthvstrength parameter of
h, on the magnetic properties of a two-dimensionquase dipolar
antiferromagnetic planar system, with sizes (10404,64 x 64,32 x 32),
have been determined for both zero and finite teatpees. In this study,
the classical spins are confined to the plane ef diistem and interact
through a nearest neighbor antiferromagnetic exghainteraction, the
long-range dipolar interaction, and a uniform exémagnetic field along
the axis of the lattice. Throughout, the strendtthe exchange interaction
Is assumed to be antiferromagnetic and fixed ag;lwhere g is the
strength of the dipolar interaction. At zero tengtere, the ground state
calculations show that the system switches fronmofeagnetic phase (FE
phase) to the dipolar antiferromagnetic phase (A&sp) at ho = 6.00g as
the applied field is decreased. As the appliedifieldecreased further, the
spin configuration starts to turn antiferromagradtyc perpendicular to the
applied field in a continuous manner. As the agbfield goes to zero, the
system favors the dipolar antiferromagnetic in Whilse spins are aligned
perpendicular to the field (AF1 phase). At finigriperature, the magnetic
phase diagram for the system has been determinaduasction of both h
and T using Monte Carlo simulations. At low temperas, the results from

simulations show that the system exhibits a firskeo transition from the
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ferromagnetic phase to the dipolar phase (AF phase)the field is

decreased. When the applied field goes to zero,syts¢em favors the
dipolar phase in which the spins are ordered ath thie axis of the lattice
(AF2 phase). At low fields, the Monte Carlo resutfiidicate that the system
exhibits a second order transition from the dipalatiferromagnetic phase
to the paramagnetic phase as the temperatureresased. However, at high
fields and for low temperatures the system faviesferromagnetic phase.
As the temperature is increased the system graddialbrders. In addition,
Monte Carlo simulation results show that there texia range of the
magnetic field values in which the system exhibds first order

reorientation transition from the dipolar antiferragnetic phase to the

ferromagnetic phase as the temperature is increased
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Chapter 1
Introduction

Along the past two decades, there has been arasingginterest in
reduced dimensional magnetic systems, stimulatetthéoyvide use of such
materials in industrial applications and manufaomrprocesses. One
important class of reduced dimensional magneticenas is quasi two-
dimensional systems. The attractive features &f ¢hass of materials for
both scientific and technological applications eeferred to their magnetic
properties, which are different from those of thaitk counterparts. This
has recently led to significant technological apgiions such as magnetic

sensors, recording and storage media [1, 2]

Three important magnetic systems can be considerdze quasi-
two-dimensional. The first is ultra thin magnetionk. Ultra thin magnetic
films consist of several mono-layers of magnetaa deposited on a non-
magnetic substrate, such as Ni on Cu(001) subgBat]. The magnetic
spins of such films are observed to be orderedwttemperatures, and
show a variety of interesting ordered phases. Amdmgse are the
reorientation transitions of magnetization from -ot#plane to in-plane
either above critical temperature at constant tinmckness [5, 6, 7, 8], or
above critical film thickness at constant tempe®atlb, 6, 9, 10, 11]. A
transition from in-plane to out-of-plane has alee observed, as in Ni on
Cu(001) substrate and Gd on W(110) substrate [3214]. A wide variety

of magnetic patterns can also be stabilized inaultin magnetic films,
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because of the interplay between the perpendiciiduced surface
anisotropy, the exchange interaction, and the lamgie dipolar interaction

[15, 16, 17]

Nowadays ferromagnetic thin films are of great res¢ due to
several reasons. First, their wide range of apgdioa in electronics, data
storage, processing, recording media, catalysigtetihnology, and
pharmacology [18, 19, 20]. Second, advances in §jlowth methods [9,
21]. Third, enhancements in characterization metiéd 7, 8, 22]. In the
context of the current work, antiferromagnetic thims, which are used in
spin valve applications [1, 2, 23, 24, 25, 26, 29], is a challenge area of
research. Although the technological importancetha spin valve, few
research have been done on the antiferromagneticfitms due to the
inability of conventional methods to spatially detene the microscopic
magnetic structure of the antiferromagnetic thimgi [29]. Recently, this
problem has been partially solved by the use ofayX-magnetic linear
dichroism spectroscopy [30, 31, 32, 33]. Even tlmuantiferromagnetic

thin films remain an experimental and theoreti¢alllenge

The second important class of quasi-two-dimensisgatems is the
layered magnetic compounds as the rare earth (RE in the family
compounds REB&wO,;5 (0 <& < 1). These rare earth compounds are
suggested to be quasi-two-dimensional systems bectheir structures
consist of the ab-planes of RE ions each of whielbétween two double

copper oxide layers, and the c-axis is approximndtaiee times as long as
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the a and b axes [34, 72]. This class of magnetaterials is very
interesting because nearly all rare earth ionsuch scompounds show
antiferromagnetic ordering at low temperatures {2khd this ordering
phase coexists with the superconducting phasdercase of ErB&usO,
for example, neutron-scattering technique showsithanagnetic spins are
ordering within the ab-plane (with Ne“el temperatliN~ 0.50 K°). In this
case, the magnetic spins are aligned ferromagiigticethe b direction
and antiferromagnetically in the a direction. Thisase is denoted as the

dipolar antiferromagnetic phase (AF1 phase) [36387 39, 40, 41, 42].

The third important class of quasi-two-dimensioagétems is the
magnetic micro or nano particles; where a large bemof publications
with different geometries have been consideredudieg regular arrays of
magnetic nano particles such as dots, rings, tudres,wires [43, 44, 51,

52, 53, 54, 55, 56, 57]

In addition to the basic scientific interest in timagnetic properties
of the nanodots, there is evidence that they nbghiised in the production
of new magnetic devices, specially in recording im¢@0, 61]. Obviously,
modern technology demands techniques capable dipitog nano meter-
sized structure over large areas. A good perspeiithe use of nano dots
nickel that could store terabyte of data in a compwhip just a few
centimeters wide [74]. Recent studies on such &tres have been carried
out with the aim of determining the stable magrmstigtate as a function of

the geometry of the particles [62, 63]. In partaulthe study of highly
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ordered arrays of magnetic wires with diameterscglly in the range of
tens to hundreds of nanometers is a topic of grgwmterest [64, 65, 66,
67]. The high ordering, together with the magnetature of the wires, are
fundamental in technological interest, since thay determine the success

of patterned media in high-density information ate [69].

The magnetization of ferromagnetic nano wire arrbgs already
been studied by magnetic force microscopy (MFM)t,tha addition,
enables us to gain direct magnetic informationnaliviidual nano-objects.
In these works, MFM measurements have been caougdoy applying
magnetic fields on magnetized and demagnetized Isanip study the
switching behavior of individual nanowires and tbtain the hysteresis
loops of the nanowire arrays [64, 50, 70]. In tl@ikbrium state, it was
found that the nanowires exhibit a homogeneous etagtion along the
axial direction (with the magnetization of eachevpointing up or down).
It appears that the magnetostatic interaction anibage wires can play a
fundamental role in the magnetization reversal ggees and domain
structures of each wire, which consequently affeetmagnetic properties
of the system. In particular, it was pointed ouwdttthe dipolar interaction
between such wires has a similar effect on its reagrproperties as do
classical spins interacting through long range ldipmteraction [58]. So
the interaction among these wires can be best idedcrby a two-
dimensional model. Moreover, a reorientation tramsihas been predicted

and observed in micro or nano magnetic dot sys{eéis
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The development of materials with certain charasties to a
specific application requires a sufficient undeamndiag of their microscopic
interactions that are affected by some factors siscthe composition and
preparation of the system. For example, the tagksiscng ultra thin
magnetic films in data storage aspects requirdghieanagnetization of the
film be set and read with a high degree of accurdayrther more,
variations in the composition of the film can beedigo manipulate some
properties such as sensitivity to an external fi8é]. Consequently, the
stability of magnetic ordering in reduced dimensiogystems is affected
by various factors due to the type and nature tdéractions that are
presented in a particular system. Most of the reeaplosive growth in
electromagnetic media, therefore has been refead¢de new discoveries
and better understanding of the magnetic and elactiproperties of low-

dimensional systems

In addition to the dimensionality of the latticehet spin
dimensionality is an important factor in determmirthe magnetic
properties of low-dimensional magnetic systems.oféigcal studies have
divided such magnetic systems into Ising modelwlmch the spins are
constrained to be oriented perpendicular to theeplaf the system due to
the strong perpendicular magnetic surface anisgjrqgane rotator model
(in which the spins are confined to the plane efdlistem due to the strong
planar surface anisotropy), and the anisotropicétdierg model (in which
the spins have three dimensional components dua fimite value of

magnetic surface anisotropy). A realistic theosdtienodel of low-
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dimensional magnetic systems must include the exghanteraction, the
dipolar interaction, and the magnetic surface dropy [71]. Despite its
small amount, the long-range dipolar interactiogayplessential role in two
dimensional magnetic systems due to its long raciggracter and its
anisotropic nature. In the two dimensional planéatay system, for
example, it was found that the short-range exchamjeraction is
insufficient for establishing a spontaneous magaétn at any finite
temperature [76, 77]. Different and interesting debr appears in the
plane rotator model when the dipolar interactioninsluded. Using the
Luttinger and Tisza method, Belobrove et al regbttet the ground state
(i.e., zero temperature state) of the pure dipplanar system on a square
lattice is continuously degenerate and consistewfsublattices, where the
spins of these sublattices make angles &-¢,2t-¢, =+¢ and with the

positive x-axis counterclockwise ( being arbitisgr[78, 79].

Using both the mean field mean-field theory and MoCarlo
simulations, Zimmerman et al have confirmed thestexice of such
continuous degeneracy in a pure dipolar planar mmodehe honeycomb
lattice [80]. Later on, Henly (who introduced thencept of “order from
disorder”) concluded that fluctuations such as ntiaérfluctuations and
dilution, or applied magnetic field break the degracy of the ground state
[81, 82]. Moreover, Parakash and Henley studied ttin@-dimensional
plane rotator system on both square and honeycattibels with nearest
neighbor dipolar interaction [83]. They found ththermal fluctuations,

dilution and uniform applied magnetic field breaket continuous
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degeneracy of the ground state to a discrete flmuggmmetry in the case
of a square lattice and to a discrete six-fold sytmynin the case of the
honeycomb lattice. They also found that, in theecalsthe square lattice,
the thermal fluctuations favor a dipolar antiferagnetic phase in which
spins are aligned ferromagnetically along one efttho axes of the lattice
and antiferromagnetically along the other axis (Aptiase), while the
dilution favors a dipolar antiferromagnetic phasewhich the spins are
ordered at to the x-axis (AF2 phase). For the adsa uniform applied
magnetic field along the x-axis, they found thas tteld favors a dipolar
antiferromagnetic phase in which the spins are rediéerromagnetically
along the x-axis and antiferromagnetically along dther axis (AF1 phase,

which is perpendicular to the applied field).

The two-dimensional square planar system with dorgy-range
dipolar interaction was studied at finite temperatbby Monte Carlo
simulations as well as linearized spin-wave appnations [84, 85]. Both
studies also showed a long-range magnetic ordsuch systems. The two
dimensional square planar system having the longeaipolar and the
short-range antiferromagnetic interactions was stigated by both Monte
Carlo simulations and linearized spin-wave apprations [86, 87]. These
two studies concluded that thermal fluctuationsakréhe degeneracy of the
ground state and lead to a long range magnetia.dmaddition, the two
studies showed that the characteristics of thereddphase depend on the
strength of the exchange parameter. At low tempesaf the results show

that a first order transition from the dipolar &tiomagnetic phase to the
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simple antiferromagnetic phase (AA phase) can ocas the
antiferromagnetic parameter is increased. The teslso show that the
dipolar phase consists of two distinct phases ARd AF2. While AF1

phase occurs in the two regions where and , Af€Rrs in the region

Recently, Abu-Labdeh et al investigated the twoatisional planar
system on a square lattice having the long-rangelali interaction and a
uniform applied magnetic field along the x-axis twoth zero and finite
temperature [88]. From Monte Carlo simulations, tihagnetic phase
diagram was determined for this system as a fumatiothe applied field
and temperature. At low temperatures and for lolues of the applied
field, Monte Carlo results show AF1 phase in whilsh spins are aligned
perpendicular to the field. As the external fiekincreased the dipolar
order parameter decreasemtinuously until the system undergoes a

transition to the ferromagnetic phase (FE phase).

While extensive work has been done on the behaficeduced-
dimensional ferromagnetic systems, few systematicksy has been done
on reduced-dimensional antiferromagnetic systemspdrticular, little is
known about the effects that arise from the insgrpbf the dipolar,
exchange, magnetic surface anisotropy, and uniferternal magnetic
field in the low-dimensional antiferromagnetic mt. To get a better
understanding of both the micro and macroscopicpgmees of the
magnetic phenomena within the low-dimensional antimagnetic

systems, this study focuses on the effects of toumiexternal magnetic
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field and temperature on the magnetic behavior h&f ¢tlassical two-
dimensional dipolar antiferromagnetic plane rotasystemFor zero
temperature analytic method is used, while atditemperatures a number
of Monte Carlo simulations are carried out. Througfh the exchange
interaction parameter J is assumed to be antifergomtic with a fixed
value (J = -1.2 g, where g is the strength of tipoldr parameter). In
addition, the applied magnetic field is assumetid¢auniform and parallel

to the x-axis of the square lattice

The outline of this thesis is as follows. In Chapteo we will
present the planar model in general terms includimg dipole-dipole
interaction, exchange interaction, and uniform ek magnetic field. In
Chapter three, the basic methods behind Monte Garialation technique
and the computational aspects will be introduced Chapter four, the
results of the system of interest for both zero anie temperatures are

presented and discussed. Finally, the conclusigiven in chapter five
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Chapter 2
The Model in General Terms

In this study, the model of interest is a squaem@t model, in which
the two in- plane directions of the square latdoe denoted byxand .
Each lattice site is associated with an ion whiak & total magnetic
momenty, and a total spirs. The system, therefore, is composed of N
ions arranged on a square lattice of lerigthuch thalN = LxL. The
magnetic moments and spins are confined to rotaédyfin the plane of
the system. The ions of the present system arengskto interact through
the long-range dipolar interactioB4), nearest neighbor antiferromagnetic
exchange interactiorkg,), and uniform external magnetic field,j which
represents the contribution of a uniform externagmetic field along the-

axis of the lattice. So that the total enekggf the system can be written as

E=Ey +tEi +E, (2.1)

The first term of Equation 2.1 corresponds to theoleé-dipole
interaction that aralways present between magnetic moments. As stated
before, the dipolar interaction has a long-rangaratter, and it is
anisotropic. The contribution of the dipolar interan is

E, = %Z (_‘7'271 ~-3 (Eﬂ)gzﬂ))

(2.2)
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where 4 is the classical magnetic moment at the IatticeisitTj Is the

vector connecting siteto sitej, and the sum is over all possible pairs of

sites in the lattice except j.

The second term of Equation 2.1 is the nearesthbeigexchange
interaction. Ferromagnetism and antiferromagnetisme based on
variations of the exchange interaction, which asequence of the Pauli

principle and the Coulomb interactions. The simptase of the exchange

interaction is due to two ions with spiss and s, , which is given by

Eex = -0 S (5, (2.3)

where O is the exchange constant which depends on thendestaetween

the spins, and it is determined by the overlapgiratis. For positive

parameterd, a parallel spin orientations is favored, whiehads to ferro-

magnetic state; while for negative exchange pamaman antiparallel spin
orientations is preferred, which leads to a singpigferromagnetic state. In
contrast to the dipolar interaction, the exchamgeraction has features of
short-range characters, and it has an isotropigreator a system of N
spins, the exchange energy is then given by

Eex = -0 Z Si I:$j (2.4)
L
where the sum is over all nearest neighbor pains, § is the

classical spin vector at site The last term of Equation 2.1 refers to the

Zeeman energy, which arises from the interactiomarofapplied magnetic
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field with the magnetic moments. As mentioned earit has an important
role in characterizing the development of mateiialspecific features. For
example, the fabrication of magnetic thin filmsatttare very sensitive to
the application of an external magnetic field nesdietailed understanding
of their microscopic interactions. In addition, thale use of technological
applications such as data storage often requiresipolation of the

magnetic structure by an external magnetic fiel].[8he contribution of

this term to the total energy of the system is

E = —BZ u (2.5)

whereB is the strength of a uniform external magneticdfigl the

direction of thex-axis, andy*is the component of a magnetic moment in

the direction of the applied magnetic field. Witlguations 2.2, 2.4, and

2.5, Equation 2.1 reads

E:%Z[‘T‘r?—3(ﬁ'7rljﬂ‘ ) DZSES—BZM (2.6)

I # ] (i, 1)

In order to carry out Monte Carlo simulations, Eipa 2.6 should

be expressed in terms of dimensionless quantitiesrefore, we define a

set of two-dimensional classical unit vect@}s such that

H(Ti) = fett O(Ti) 2.7)
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and

S(r:)

S 0 (1) (2.8)
Where

‘F(Fi)‘ =1 (2.9)

In addition, all distances are scaled by the lattionstana, such that

R _ ®
— a
With these definitions, Equation 2.6 is then redbite

) N SR VAR
£ = Hef 2 : oilo; _3(Ji[|Rij UjDRij)
2a° R} R?

i£]

- OS&s Z 0j 0| ~ Bl Z af (2.10)

.5 i

For simplicity, we define new coupling parameters

g = — .3 (2.11)
J = OS2 (2.12)
h = Bu, (2.13)

whereg, J, andh, respectively, represent the strength parametetheo
dipolar, exchange and applied field interactionabs$ituting Equations

2.11,2.12, and 2.13 into Equation 2.10 yields
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. {i?_s(ﬁﬂl(:—jﬂ]]

% !

-3Y 5@j-hY o (2.14)

(1) i

In the present study, the parameté&rand h are measured in units
such thatg = 1, nd the exchange interaction is assumed to be

antiferromagnetic with a fixed value (i.8.7 —1.29).

Since the dipolar energy is slowly convergents iefficient to apply
the Ewald summation technique for calculating wsns The main idea

behind this technique is to separate the dipolargninto two parts.

The first part is localized and rapidly convergenteal space, while
the second part is a long-range component and lyapmhvergent in
momentum space. However, the details of this teghniis described in

earlier work [90, 91].
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Chapter 3
Monte Carlo Simulations and
the Computational Details

While the task of statistical mechanics at equilibr is to calculate
thermal averages, the problem of the many partigtdem is best treated
by means of computational methods. Nowadays, casnpsitnulations
have become a rich source of scientific researah shpport both theory
and experiment in a variety of fields and subjeditke advantage of
simulations is that one can get a better understgraly switching off one
or more physical parameters that are simultaneaff#gt the real systems.
One remarkable simulation method is the Monte Cethinique. From a
historical point of view, the first large scale MerCarlo work carried out
dates back to the middle of the twentieth centlilye earliest published
work on Monte Carlo is perhaps the paper of Metlispend Ulam [93] in
the year 1949. Monte Carlo (MC) technique is basedandom numbers.
For carrying out a MC simulation, we require a ssgqe of numbers,
which are random, independent, real and uniforngyributed in the range
0 to 1. The aim of MC simulations, therefore, is @waluate thermal
averages by statistically sampling the significaegion of their phase
space using a computer.

In this Chapter, we will introduce (in brief) thenidamentals of
Monte Carlo simulations, including importance sanmgpl transition
probability, detailed balance, and the Metropoligoathm. For more
details readers may return to many references

and texts as in [92, 93, 94, 95, 96, 97].
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3.1 Importance Sampling, Detailed Balance, and
Metropolis Algorithm

In thermodynamics, there are two main categoriesi@isurements
that are performed in computational statistical gits. They are called
mechanical quantities, and entropic (or thermalntjtias). Examples of
mechanical quantities are internal enerdy) @nd pressureP{, while
examples of entropic quantities are the free en€¢fgyand entropy 9.
These two categories of thermodynamic quantities distinguished by

their relations to the partition functiah For exampldJ is given

by
= KBTZiIn(Z), (3.1)
oT
while F is given by
F=-K.,TIn(2), (3.2)

whereT is the temperature, arkg is the Boltzman constant.

In the canonical ensemble, the observable thermaitiy Q of a

system can be calculated as

> Q, exp[ - ]
Q)= EK T (3.3)
> exp[ - 2]
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whereE,, is the energy of the system in stafe Q) is the value of at

some state, , and
P(v)) O exp[- Ey) /KgT] (3.4)

is the Boltzman probability. In general, the exagaluation of Equation

3.3 is impossible. For example, the Ising spinesysbf 100 spins have?

~ 10 states. If we assume, optimistically, that it g&akenano second to
generate a spin configuration, the total time rexuto sample all the spin
configurations is nearly of the order of thirty tisand billion years.
Therefore, an approximation method is needed tnatt < Q >. One
approximation method is to evaluate the quamntityQ > by summing
Equation 3.3 over a large, but finite number ofteta These states are
selected according to the Boltzman probabilityribstion P(v) , in which
they are statistically significant. This method dalled the importance

sampling.

The significant states are selected using a Magkweess. In this
process, state,,; iS generated from previous statgthrough a transition

probability w(v, - vy4+1), such that the distribution function of the states

generated by the Markov process is given by thdézBw@n distribution.

Markov process, therefore, should satisfy the foihgy four conditions.

» The state, .1 is generated every time it is determined by theest, .

 The transition probability should satisfy the cdiuh

Z W Wy - Vas1) =1 (3.5)
A
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This condition is so called the condition of norrpation.
» Reaching any state of the system from any othé&z &aossible if the

program is run for a long enough time. This cowditis so called the

condition of ergodicity.

* At equilibrium, the rate at which the system makaasition into or out
of any statev must be equal. This condition is so called coodibtf the

detailed balance, and is given by
PO - Vaig) =P)W(Vaig - 1), (3.6)

or

WA ~Vae) - PMD) _
Waer ~a) R

pf(E)\+1 - E)\)] ) (3_7)

Equation 3.7 implies that the transition probaypitatio for moving
from statev, to statev,,; depends only on the energy change

AE = E)\+1 - Ey (3.8)

One efficient method for the transition probabilitigat satisfies

Equation 3.7 is the Metropolis algorithm [97]. lhig algorithm the
transition probability from state, to statev, ., reads

(expEAE]IfE, ), 9F,,

V\(V)\ _’V)\+ZI) ) (3.9)

Lty 44 By
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Equation 3.9 indicates that the transition to tksvrstatev,,; is
accepted if its energy is lower than or equal te gresent state,

However, if the state,,; has a higher energy than the statehen there

is, still, a possibility to accept it. To accephew state which has a higher
energy than the present state, we choose a randotrbenZ between 0 and

1. If the transition probability is greater thdnthen we accept the new

statev,,; , otherwise the new state is rejected and theesystays in the
present state,. In moving fromv, to v,,; , there are many choices. One
common and efficient choice is to change only oegréele of freedom of
the system (such as rotating a single spin at gleanto a new angle' in
the case of the plane rotator system).

The optimal Metropolis algorithm used in the preéssndy proceeds
according to the following ten steps:

1. Choose an initial state, = {Eo} , Of the system,

2. Randomly select the target spin,, wherei O (1, 2, 3, ...,N=L x L),

3. Generate a new statg,,, randomly by changing the orientation of the

selectedr; to o' such that

oi =0; HAo; (3.10)

4. Compute the energy differena& , between the new state and the old
state,

5. Calculate the Transition probability accordindg=iquation 3.9,

(o))

. Generate a uniform distribution numidvetween 0 and 1,

\l

. Compare&Z with the CalculatedV (v, - vyiq). If Wy, - vy4q) IS greater
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thanZ accept the move, otherwise leave the spin asitdsretain the
old spin configuration,

8. Repeat steps 2-7 as necessary,

9. Store the required observable quantities ofyistem every™ Monte
Carlo steps per lattice sitlCS/site to calculate the averages,

10. Calculate the required observable quantitigh@tystem using the

Simple arithmetic average

L Q
(Qn :Z M (3.11)
A=1

whereQ,), is the value of the observable quan@at the state, andM is

the total number of the Monte Carlo steps perdatsite. Equation 3.11
indicates thakQ >y, becomes a more and more accurate estimate as the
number of the Monte Carlo steps per site (Md.js increased.

The Metropolis algorithm is shown schematicallyrigure 3.1.
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Figure (3.1) A schematic of the Metropolis algorithm.
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3.2 Computational Aspects

Throughout this research, the finite temperature $1@ulations for
the plane rotator model are carried out via supenguting machine
clusters through Western Canada Research @Bfa$tGrid and Shared
Hierarchical Academic Research Computing NetwirkARCNET

The finite system is simulated for different lagtisizesN = 3%, 64,
104, and is treated as an infinite plane of replicgsirbposing suitable
periodic boundary conditions [72, 98, 88, 99]. Asikustration, the first
site in a row in the square lattice is consider®tha right nearest neighbor
of the last site in the same row and the lastisiterow is considered as the
left nearest neighbor of the first site in the sam&. The same holds for
the top and bottom sites in each column. In additibe Ewald summation
technique is used to sum over the replicas [72le¢al, the simulations are
based on the standard Metropolis algorithm. Howeber code used in this
study was originally written by Maclsaac and hisvaarkers [100, 102],
and modified by Abu-Labdeh and his co-workers [102]

Data are collected from Monte Carlo simulation®tiyzh two stages.

In one, temperature is fixed at a certain value #red external field is
varied gradually in steps of@b. In the other, the external field is fixed at a
certain value and the temperature is varied insstep Q05. Phase
transitions occur when the properties of the systemhanged. From the
transition points, the magnetic phase diagram ef $gstem has been

determined as a function of both temperature aptiexpmagnetic field.
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Detailed coverage of the phase behavior are pedomvithL = 32, and the
results are confirmed with = 64 and 104. For each Monte Carlo
simulation, the number of Monte Carlo steps pet site (MCS/site) that is
required to bring the system into equilibrium isreated, from the plot of
the internal energy versus time (Figure 3.2), td@eMCS/site. The
number of samples used to calculate the averagesver, ranged from
14x 10" MCS/site at high values of temperature for thexiI¥ system

to 29x 10" MCS/site at low temperature for the 882 system.

For a wide range of temperatures selected arlytyani each Monte
Carlo simulation job, the external magnetic fiblg applied parallel to the
x-axis of the lattice and decreased gradually ipsstéd Q05 throughout the
simulation process. It is worth noting that the wiamion is initially
performed ah = 10g, in which the spins are aligned parallel to thplieol
field. This is more effective to be introduced asiaitial state of spins
rather than picking them up at random in ordertewstdshe Monte Carlo
simulation jobs. When the job is completed by raagl® field, the Monte
Carlo simulation job is then reversed in steps.050(i.e., the applied field
Is increased in steps of0®). The final state of that simulationtdg would
then be used as the initial state for the simutaditin/g +0.05.

By the same manner described in decreasing anéasiclg the applied
field, the system is simulated again for coolingl dreating over a wide
range of applied field values selected arbitrarTligis time, the simulation

is initially performed afi/g = 8.00 in which the spins are in the disordered
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phase, and then the temperature is decreasedmat@05. When the run
is completed by reaching very low value of tempaeaiT = 0.05 g), the
Monte Carlo simulation run is then reversed (ithe temperature is
increased in steps of@b). Again, the final state of that simulationTag

would then be used as the initial state for theutation atT/g £0.05.
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Figure (3.2) Average internal energy (E/g >) per spin as a function of
time (MCS/site) for the plane rotator model haviogg-range dipolar,
short-range exchange, and uniform applied magfiefit, in anN = 104

system.
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Results and Discussion



30

Chapter 4
Results and Discussion

In this chapter, we present and discuss the magpsatperties of a
planar system on a square lattice with latticessi@2x 32, 64x 64, and
104 x 104. As mentioned before, in the present systemldhg-range,
short-range, and uniform applied magnetic fieldamasidered. In addition,

the strength of the exchange parameters is fixddatl.2g.

In the following section, the ground state promsrtand the order
parameters of the dipolar anti ferromagnetic amtbfeagnetic phases are
presented and discussed. The finite temperatuneefdres of the system
follow in section 4.2. The chapter closes by thauations including the

magnetic phase diagram.
4.1 Ground State Properties and Order Parameters

In the case of the pure dipolar systeém=(0, J = 0), it has been
found by several authors that the ground state spitfiguration has the
spins aligned in the plane of the system and doistinuously degenerate
[103, 104, 105]. This ground state is called theoldir antiferromagnetic
state, and denoted by th&F phase. Some examples of the dipolar
antiferromagnetic ground state spin configuratiaresshown in Figure 4.1.
Other ground state spin configurations can be g@géeer by a
transformation which continuously maps the spinfigomations shown in

Figure 4.1a into the spin configuration Figure dbYahanging the angle
shown in Figure 4.2 [105]. The fact that the dip@atiferromagnetic
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Figure (4.1 Some examples of the dipolar anti-ferromagnatiuigd state

Spin configurations. In Figure 4.1a the spins $ighad along the-axis. In
Figure 4.1b the spins are ordered:él?t to thex-axis. In Figure 4.1¢c

the spins are aligned perpendicular toxfais.
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/ a=4

Py=T+¢

Pr=27m—¢

(L=2\/‘

Figure (4.2) A schematic of the magnetic unit cell showing finer magnetic

sub-lattices labeled y= 1, 2, 3, 4.
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phase is continuously degenerate is surprising usecathe dipolar
interaction is variant under rotation.

It was pointed out that the addition of a smallifanmtomagnetic
exchange interactior ¢ | < 3.2 g) does not break the degeneracy of the
ground state spin configurations of the pure dipsigstem [72, 106]. In
contrast, it was found that the addition of a smaliform external
magnetic field along th&axis breaks the degeneracy of the ground state
spin configurations, and leads to a dipolar comfigjon in which the spins
are fully ordered antiferromagnetically perpendacub the direction of the
field as shown in Figure 4.1c [107, 88]. As the lagapfield is increased,
Abu-Labdehet al. [88] found that the spin configuration starts taontu
ferromagnetically parallel to the applied field ancontinuous manner as
shown in Figure 4.3. If the strength of the apphiett is sufficiently large
(h > 1.164 g), they found that the ground state spin configaraswitches
to a ferromagnetic phase, in which the spins aignedl parallel to the
applied field as shown in Figure 4.4. This statdamoted by th&E phase.
Therefore, the competition between the dipolar #reapplied field can
lead to a reorientation transition at zero tempeeat

Since this study focuses on a square planar systich includes
the long-range dipolar interaction, the short-ramgehange interaction,
and the applied field, order parameters for theoldipantiferromagnetic

and ferromagnetic states are needed here. In tréstablish the order
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parameters for the present system, the squareelatsubdivided into four
sublattices, labeled by an index= 1, 2, 3, 4 as shown in Figure 4.2. For
each sublattice a corresponding sublattice magteiiz~-M® is

defined as
My =1 o X%+ =) oY ()1
a N - a N - a y (41)
ra ra

Two order parameter$/Aar andMgg) are constructed from Equation

4.1 as

1 ~ A
MAF:thf+M§—M§—NQ»H(M3+Mg—M§—NQDd (4.2)

and

1 - -
Mg :‘Z[(Mlx+M§(+M§(+MZ)X+(M1V+M§’ +My +Mj{’)y]‘ 4.3)

The order parametév - characterizes ordering in the ground state
corresponding to the pure dipolar antiferromagngkiase, while the order
parameteiMge characterizes ordering in the ground state corredipg to

the pure ferromagnetic phase. For the pure dioiaferromagnetic phase,

MAF =1 0.

Mg =0 (4.5)
while for the ferromagnetic phase,

Mar =0 4.6)

Mp =1 (4.7)
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By restricting the system to the action of the sleed Hamiltonian

given by Equation 2.14, the ground state energh®kystem is calculated

as a function of the sublattice magnetization angl# different values of

h. Wheng=0° , the spins are aligned along the positiaxis, and ag is

varied spins in even numbered columns are rotdtekwise as shown in
Figure 4.3, while those in odd numbered columns aotated
counterclockwise. So that fap=90° spins in odd numbered columns are
aligned along thety axis, while spins in even numbered columns are
aligned along they axis as shown in Figure 4.1c.

The results for the ground state enerfy(¢) are shown in Figure
4.5 for different values di. Figure 4.5 indicates that for a fixed valuehof

the ground state energy is a minimum at a ceriatatice magnetization

angle, &. By assigning the local minima for the curves shaw Figure

4.5 and from other similar curveg; is plotted as a function défas shown

in Figure 4.6. From Figure 4.6, we conclude thateab temperature and

for large values of the external field the ferromefic state along the

h
applied field is energetically favored. However,—ggf = 600+ 020 the

spin configuration starts to turn antiferromagretic perpendicular to the
applied field in a continuous manner as shown gufé 4.3. At very small
magnetic field, the spins are fully ordered antdieragnetically

perpendicular to the field as shown in Figure 4.1c.
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This result is similar with what Prakash and Henfmjinted out for a
truncated dipole-like interaction [107], and witthat Abu-Labdehet al
pointed out for a long-range dipolar interactioB][8Although the addition
of a small exchange interaction does not changeehavior of the spins at
zero temperature, it shifts the location of thesraon between the ordered

phases to a higher value of the applied field.
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4.2 Finite Temperature Properties

The equilibrium phases of interest are A&teandFE phases. Figure
4.7 show how the order parametdts- andMeg, defined by Equations 4.2
and 4.3 but in terms of the thermally averaged atibé magnetization,
change with both increasing and decreasing thdezppéld atT = 0.10 g
in anN = 104 system. At low temperatures and fdr & 6.00 g), the data
shown in Figure 4.5 indicate that the ferromagnptiase is energetically
favored € Mar > = 0 and< Mg > = 1). At the transitionliz = 5.709g ), the
system switches from the ferromagnetic phase to thpolar
antiferromagnetic phase. A similar behavior is obsé on increasing the
value of the applied field. This implies the exmste of a thermally induced
reorientation transition between the dipolar phasd the ferromagnetic

phase.

Further evidence for the first order phase tramsibetween the two
ordered phases is also seen in Figure 4.8, wherleghavior of the average
sublattice magnetization angle

Md)

(py ) = arctan -
M)

a

.

is shown as a function of decreasing and increasieagpplied field at =
0.10gin anN = 104 system. For large values of the applied fietd> 6.0
g ), Figure 4.8 shows that the spins would all bgredd parallel to the
applied field ((@)=(g)=0° and (g) =(g) = 360°). At the transition lfz =

5.70 g), the system switches from ferromagnetic phasantordered phase
in which (@) =(g) 030°, (@) = (@) 0330°). As the applied field is
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decreased, the spin configuration start to turnifeandmagnetically

perpendicular to the applied field. At~ 0.40 g the spins become fully
ordered antiferromagnetically perpendicular to tiedd ((@)=(gp3)=90°,

(@) =(m)=270°). As the applied field is decreased further, spm®dd

numbered columns are rotated clockwise while imawembered columns

are rotated counterclockwise. When the value ofajmelied field goes to
zero, the spins are fully oriented a&g to the x-axis

(@) =45° (@) =315°,¢3 =135°, ¢, = 225°). This is consistent with the earlier

work for the antiferromagnetic dipolar planar systen a square lattice
[106, 108]. Sample spin configurations foig = 7.00, 420, 040 and (05

are shown in Figure 4.9a, Figure 4.9b, Figure 4&uw Figure 4.9d,
respectively, al = 0.1g. The spin configurations in Figure 4.9 indicatatth
the symmetry axis is different for different valudshe applied field. Fan

= 79 Figure 4.9a suggests that the symmetry axis i@k along the
applied field. (i.e., along theaxis), while forh/g= 0.40 (Figure 4.9c) and

for h/g = 0.05 (Figure 4.9d) the symmetry axis is orientedpeesively, at

+ ’;— and i% to the x-axis. It is worth noting that while the data

indicate that the transition from the ferromagneiltase to the dipolar
antiferromagnetic is first order, the hysteresivasy small (Figure 4.7),

consistent with the discontinuous nature of thediteon (Figure 4.8).

At low field, Figure 4.10 shows the thermally awprd order
parameters<k M > and< Mg > as a function of both increasing and
decreasing temperature fofg = 1.5 in anN = 104 system. The data

plotted in Figure 4.10 show a dipolar antiferromatimphase at low

temperature. As the temperature is increased thelati order parameter

decreases, dropping rapidly & = 2.2g to indicate the transition from the
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ordered dipolar antiferromagnetic phase to therde@d paramagnetic

phase. A similar behavior is observed on decredsimgerature.

This indicates a continuous transition (i.e., aosel order phase
transition) between the low temperature dipolarsghend the paramagnetic
phase occurs 8y = 2.20g.

The existence of a second order phase transitiatsas reflected in

the behavior of the heat capacity

_9E _ <Ez>‘<E>2

CH
oT KBT2

(4.9)

as shown in Figure 4.11. In Figure 4.11 a peak iscatily = 2.2g. Further
evidence for a second order phase transition @ @éarly seen in Figure
4.12, where< Mar > and< Mge > are plotted as a function of decreasing
temperature foh = 1.5g in anN = 104 andN = 64 systems. The data
present in Figure 4.12 show sharp transitions assjistem size increases,

consistent with a second order transition.

At large values of the applied field, Figure 4.1®ws the thermally
averaged order parametetsM s > and< Mg > as a function of both
increasing and decreasing temperaturehfer8.0g in anN = 104 system.
The data in Figure 4.13 indicate that the systenfersomagnetically

ordered at low temperatures. As the temperatureisased, the system
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gradually disorders. A similar behavior is observed decreasing
temperature. This agrees with the corresponding) ¢egaacity data shown
in Figure 4.14. A rounded peak occurs in the haghacity data shown in
Figures 4.14, which is a remnant of the singulangysuppressed by the

presence of the external magnetic field.

For intermediate value of the applied magneticdfidtigure 4.15
shows < Mpr > and < Mg > as a function of both increasing and
decreasing temperature for= 4.75g in anN = 104 system. In Figure 4.15
the data indicate that the two order parametersiyelvave differently from
that shown in Figures 4.7 and 4.10. At low tempemtand for this value
of h, the system is in the dipolar antiferromagnephase. As the
temperature is increased, the thermally averagpdlati order parameter
(< Mpr >) effectively drops to zero while the thermally eaged
ferromagnetic order parameter - >) increases to a value of 0.9 at

the transition temperatufig = 0.85g.

As the temperature is increased further, the systgmadually
disorders. A similar behavior is observed on desirgatemperature with
very small hysteresis. The hysteresis at the tiansis shown in more
details in Figure 4.16, which shows the two thetynaveraged order
parameters as a function of increasing and decrgdsmperature in the
region near the transition temperature. This hgsisr together with the
discontinuous change in the order parameters ftir lheating and cooling,
indicates that the reorientation transition betwed¢he dipolar
antiferromagnetic phase and the ferromagnetic phagseis value oh is
first order. The reorientation transition shownFigure 4.15, implies that

the competition between the
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uniform external magnetic field, the dipolar inttfan and the
antiferromagnetic exchange interaction can give tasa thermally induced

reorientation transition between the two ordereasgl.

The temperature dependence of the two thermallyageel order
parameters shown in Figure 4.15 is consistent thighheat capacity data
shown in Figure 4.17. The heat capacity data motteFigure 4.17 show
two distinct peaks. The narrow peak correspondmghe reorientation
transition between the two ordered phases on hpatml cooling, while
the broad peak corresponds to a remnant of theulsinty due to the

presence of the applied magnetic field.
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4.3 The Magnetic Phase Diagram

At finite temperature, the equilibrium phases of th&tesn obtained
from Monte Carlo simulations have been presentethénphase diagram
shown in Figure 4.18. The phase diagram showg\thphase (Region 1),
in which the ordering corresponds to the dipolaif@amomagnetic phase,
the FE phase (Region Il), in which the ordering corresmorid the
ferromagnetic phase, and a disordered phase (Réb)pnn which the

ordering corresponds to the paramagnetic phase.

The simulation points separating the two orderedsph (Region I)
and (Region Il), and the dipolar phase (Regionrdpt the paramagnetic
phase (Region Ill) are obtained from the pointsvaich the thermally
averaged order parameters drop to zero, as wélbasthe corresponding
peak in the magnetic heat capacity. The transhemveen the two ordered
phases (Region | and Il) appears to be first ovddr clear discontinuities
in < ¢ > [Figures 4.8]. In contrast, the transition betwdba dipolar
antiferromagnetic phase (Region II) and the parametg phase
(Regionlll) appears to be second order with claae ffects [Figures
4.12], continuous ik Mar >, and lack of hysteresis [Figures 4.10]. It is
worth noting that in the ferromagnetic phase, thisrao transition on
heating the system, but the system gradually deserds the temperature is
increased. However, the locus of the rounded peakke heat capacity
data (due to a remnant of the singularity) is sh@sna solid line in the
phase diagram. The filled circle point, which irates the intersection of
this locus of maxima with the first-order and sest@mnder transition
location of the boundaries, identifies the appratentricritical point of this
system. The approximate location of this tricritipaint is (Tr = 2.15 g, hg
= 3.009).
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59

Conclusion



60

Conclusion

In this study, the effects of a uniform applied metic field on the
magnetic properties of the dipolar antiferromagnelane rotator system
on a square lattice with different sizéé £ 32x32, 6464, and 104104)
have been studied for both zero and finite tempeeat In particular, the
magnetic phase diagram for this system has beemndieed as a function
of both the temperature and applied field using tdd@arlo simulations.
As mentioned in Chapter 1, there are many techmmab@nd industrial
applications for quasi two-dimensional systems, cily, their
applications in data storage devices. Since sustes\s are very sensitive
to the action of an external magnetic field, iaidetter to understand the
effects of a uniform applied magnetic field on theture and stability of
these systems.

In the current work, a uniform external magnetieldiis applied
parallel to the axis of the square lattice and d#xehange interaction
parameted is assumed to be antiferromagnetic and fixed 1a20 relative
to the dipolar parametay. At zero temperature and for low values of a
uniform applied field the ground state energy dalitons show that the
spins are in a dipolar antiferromagnetic phase, phase) perpendicular to
the field. As the applied field is increased, thpothr order parameter

decreases continuously until the system undergdiest arder transition to
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the ferromagnetic phase laf = 6.00 g. At low temperature, and for zero

applied field, however, Monte Carlo simulations whoa dipolar
antiferromagnetic phase in which the spins arenmrtdaatig to thex-axis

(AF; phase). This result is consistent with what Abbdeh et al found
for the dipolar antiferromagnetic plane rotatortegs on a square lattice
[98]. As the applied field is increased, the spiogte continuously until
the system becomes in tidd-; phase perpendicular to the field. Further
increase in the applied field, the spins rotateiooously until a first order
transition to the ferromagnetic phase occurs.

At small values of the applied field and for lownjgeratures, Monte
Carlo results show a finite dipolar order paramefer the temperature is
increased the dipolar order parameter decreasesngously until the
system undergoes a second order transition to teerdeéred phase
(paramagnetic phase). On the other hand, MonteoGanhulations for
large values of the applied field show a finite ré@nagnetic order
parameter in which the spins are aligned alongaihy@ied field. As the
temperature is increased, the ferromagnetic ordeanpeter gradually
decreases. For intermediate values of the appkddi there exists a range
around h, = 6.00 g for which the system undergoes a first order
reorientation transition from the dipolar phaselfte ferromagnetic phase
with increasing temperature. As the temperaturéuither increased the
system gradually disorders. These results are suizgdain the phase

diagram shown in Figure 4.18.
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