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Automatic Detection of Diabetic Retinopathy in Fundus Images by 

using Fuzzy C-means (FCM) Clustering  
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Abstract 

Diabetic Retinopathy (DR) is the main cause of blindness for diabetic 

patients. As the exudates are the primary sign of DR, therefore early 

detection and timely treatment can prevent and delay the risk of vision loss.  

Automatic computerized screening could facilitate the screening process, 

reduce inspection time, and increase accuracy which is vital in ophthalmic 

treatment. In this thesis, we use an automatic method to detect exudates from 

retinal digital images with non-dilated pupils of retinopathy patients using a 

fuzzy c-means (FCM) clustering with a combination of morphology and pre-

processing techniques. 

The detection overall performance is evaluated through measuring 

sensitivity, specificity, positive predictive value (PPV), positive likelihood 

ratio (PLR) and accuracy. This measurement is done by comparing results to 

hand-drawn ground truth (GT) done by expert ophthalmologist; which are 

comparatively analyzed.  

It is found that the proposed method detects exudates successfully with 

sensitivity, specificity, PPV, PLR and accuracy of 86.29%, 98.42%, 20.75%, 

86.21 and 98.35% respectively on the testing studied database. 
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Chapter One 

Preliminaries and Related Work 

In this chapter, we discuss the main concepts concerning the structure and 

function of the eye, in addition to diabetic complications in the eye and their 

implications to vision. The most common diabetic eye disease is the diabetic 

retinopathy (DR). The discussion includes some concepts and techniques 

used in image processing; segmentation, in addition to fuzzy logic, and fuzzy 

c-mean (FCM) clustering algorithm. 

 1.1 Introduction 

The retina is one of the most important parts of the eyeball. It is seriously 

damaged by diabetes; the damage affects the tiny blood vessels in the retina 

of the eye, this disease is known as diabetic retinopathy (DR). DR causes 

changes in the retinal capillaries; the symptoms can blur or distort patients' 

vision, which are the main causes of vision loss. Hence, early detection is 

necessary to treat diabetic retinopathy and protect patients from blindness [7]. 

Diabetes is the fourth leading cause of death in Palestine after cardiovascular, 

cancer and cerebrovascular diseases [43]. Diabetes increases the risk of eye 

diseases; indeed, the main cause of blindness associated with diabetes is DR, 

where more than 80% of people with diabetes are at risk of developing DR [43]. 

Exudates is a primary sign of DR which is a common retinal complication 

associated with diabetes [69], it can be identified as random whitish or 
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yellowish colored areas with varying shapes, sizes and locations. They 

normally appear near the leaking capillaries within the retina [28]. 

Current methods for detection and evaluation of DR are expensive, manual, 

not accurate and time consuming. Therefore, we need an alternative method 

toward the detection; which is called Automatic Retinopathy detection 

system; that has attracted large popularity in recent years, where computer 

vision is employed in addition to image processing techniques to detect 

different features associated with retinopathy [8]. Automated methods of DR 

screening help to save time, cost and vision of patients compared to the 

manual methods of diagnosing [67]. 

Our proposed method based on clustering and fuzzy logic; where clustering 

is an unsupervised approach widely applied in image segmentation and 

statistics; it is useful in conditions where little former knowledge exists [52]. 

It can be used to organize a set of feature vectors into groups (clusters) based 

on resemblances of individual data items [63]. 

The main steps of clustering are: identifying salient features, detecting 

anomalies, and finally classifying data [63]. Clustering techniques use a 

centroid to represent each cluster based on the similarity with the centroid of 

the cluster features [24]. 

Another possible classification of clustering methods can be categorized into 

the following two types; crisp (hard) and fuzzy (soft) clustering algorithm 

[24], we will explain them in chapter two. 
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Hard clustering methods are based on classical set theory, this means a pixel 

belongs to one and only one cluster (see Fig.1.1.1: (a)). A popular and well 

known hard clustering algorithm is K-means clustering algorithm [57]. 

Fuzzy clustering is an unsupervised soft segmentation technique which has 

been implemented in image segmentation, the objects belong to several 

clusters having different degrees of membership [63] (see Fig.1.1.1). 

 

           

                            (a)                                       (b) 

Fig.1.1.1: Visual example of clustering types: (a) Hard, (b) Fuzzy [34]. 

Many clustering algorithms are based on Fuzzy logic (FL), for instance: 

FCM (fuzzy C- means), GK (Gustafson-Kessel), GMD (Gaussian mixture 

decomposition), FCV (Fuzzy C varieties) algorithms … etc. [33]. 

One of the most important clustering algorithms is FCM, which based on 

Fuzzy Logic.  

FL was introduced by professor Zadeh in 1965 [52]. It offers several unique 

features that make it a particularly good alternative for many control 

problems. It poses the ability to mimic the human mind to effectively employ 

modes of reasoning that are approximate rather than exact [66]. 
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FL techniques have been used in image-understanding applications such as 

detection of edges, feature extraction, classification, and clustering [32]. It can 

model nonlinear functions of arbitrary complexity to a desired degree of 

accuracy; it is a convenient way to map an input space to an output space [32]. 

It is inherently robust since it does not require precise, noise-free inputs [66]. 

1.1.1 Literature Review  

Automatic exudates detection is a desire as it is an important step in 

improving human health. Hence many scientists worked to implement it in 

real life. In the following we would like to mention some of the related work. 

A. Sopharak et al. [7] have proposed an automatic method to detect the 

exudates using FCM clustering algorithm. Firstly, applying contrast 

enhancement preprocessing, then extract the features from the modified 

image. These image features consist of intensity, standard deviation of the 

intensity, and hue. Numbers of edge pixels are used as input parameters to 

construct a coarse segmentation by using FCM clustering method. After that 

using some subsequent morphological reconstruction are implemented to 

obtain better segmentation results. 

Finally, they validated there results by comparing them with ground truth 

(GT). They have used sensitivity, specificity, positive predictive value 

(PPV), positive likelihood ratio (PLR) and accuracy to evaluate the overall 

performance which came to be 87.28%, 99.24%, 42.77%, 224.26 and 

99.11%, respectively. 
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M. Gandhietet et al. [40] proposed an automatic method for the detection of 

exudates using the FCM clustering technique and reconstruction through a 

superimposition process in the absence of dilating patient's eye. After that, 

they compared the results of the FCM clustering to the results of another 

clustering technique called Fuzzy K-Means segmentation. The sensitivity 

and specificity values for the exudates detection using the FCM algorithm 

were 87.38% and 96.94%, respectively. On the other hand, sensitivity and 

specificity values for exudates detection using the K-Means algorithm were 

75.04% and 93.73%, respectively. 

A. Osareh, et al. [22] published their work using FCM clustering to classify 

the segmented regions into exudates and non-exudates. An artificial neural 

network classifier was investigated. Their study indicates that automated 

evaluation of digital retinal images could be used to screen exudative 

diabetic retinopathy. The proposed system can achieve a diagnostic 

performance with 95.0% sensitivity and 88.9% specificity for the 

identification of images containing any evidence of retinopathy. 

S. Babu, et al. [65] present a new, fast, fully automatic optic disc and fovea 

localization algorithm developed for DR screening. The DR disease 

detection involving the following fundamental stages: Pre-processing, 

feature extraction, fovea detection and disease identification. The accuracy 

and sensitivity of the diabetic retinopathy detection system are 98.5% and 

98.7% respectively. 

S. Rashid et al. [69] proposed an automated method to detect exudates from 

low-contrast digital images of retinopathy patients with non-dilated pupils 

https://www.researchgate.net/profile/Mahendran_Gandhi
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using feature based FCM clustering technique, it was implemented by a 

combination of morphological and pre-processing techniques, and these 

were used to improve the robustness of blood vessels and optic disk 

detection. Robustness and accuracy of the method have been evaluated on a 

database of different images. The accuracy values increase when the FCM 

clustering technique is combined with morphological techniques. 

G. BabuKande et al. [23] proposed a system to detect optic disk and exudates 

from retinal images. They composed three steps to localize optic disc: 

estimate the center of the OD by finding a point that has maximum local 

variance. The color morphology in Lab space is used to have homogeneous 

OD region. The boundary of the OD is located using geometric active 

contour with variation formulation. For the other part, exudates 

identification, the processes involve pre-processing, OD elimination, and 

segmentation of exudates, that are extracted based on Spatially Weighted 

FCM clustering algorithm. It is formulated by incorporating the spatial 

neighborhood information into the standard FCM clustering algorithm. The 

performance of their proposed algorithm were: optic disc detection had 

92.53% accuracy, while exudates detection sensitivity and specificity of the 

proposed algorithm were 86% and 98% respectively. 

S. Habashy [67], detects the abnormalities in the retina such as the structure 

of blood vessels, micro-aneurysms, and exudates using image processing 

techniques. Identification of DR stages using Fuzzy C-means Classifier. This 

system intends to help ophthalmologists in the process of screening DR to 
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detect symptoms faster and more easily. The sensitivity, precision and 

accuracy were 98.01%, 99%, and 97% respectively. 

In this research, we propose an automated method for the detection of 

exudates using the FCM clustering technique. This method is divided into 

four parts: first, detect and eliminate the OD and blood vessels from retinal 

image, after that apply pre-processing steps to detect candidate exudates, 

then implement the FCM clustering algorithm to the candidate results of the 

previous stage, finally using morphological reconstruction to complete 

identification of exudates.  

This thesis is organized as follows: In chapter one, some concepts of eye 

anatomy, eye diseases, image processing and fuzzy logic are introduced. 

Chapters two, the fuzzy system properties and FCM clustering algorithm are 

reviewed. In chapter three, we discuss the algorithm used to eliminate the 

features of the retina (OD and blood vessels) to help us detect the exudates 

from retinal images. In chapter four, methodologies behind this approach are 

discussed; the discussion is divided into four parts; preprocessing step, 

different features employed for abnormality detection, explaining the FCM 

clustering algorithm and finally describing the system performance by using 

the accuracy measurement. Chapter five gives some numerical results, 

conclusions and reviews of future work.   
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1.2 Structure and Function of the Eye 

The eye is the organ that allows us to see; it is a highly specialized organ of 

photoreception for processing light from the environment to produce 

potential actions in specialized nerve cells [14]. 

A picture of human eye can be seen in Fig.1.2.1. From the optical point of 

view, the black central circle, which is the pupil area, and the structured iris 

are the most interesting parts. Light reflected from an object is focused on 

the retina after passing through the cornea, pupil and lens respectively [35]. 

 

 

Fig.1.2.1: The external structure of the eye [35]. 

The eyeball consists of three main components which are shown in Fig1.2.2: 

1. The tunics; which are three layers that make up the exterior wall of the 

eyeball, which are: the sclera, choroid, and retina. 

2. The optical components of the eye; these are transparent elements that 

admit light rays, bend (refract) them, and focus images on the retina, also 

known as the refractile media components, which consist of: cornea, 
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aqueous humor, lens, and vitreous body that contains a fluid component 

called the vitreous humor, which admit and focus light on the retina. 

3. The neural components; which consist of the retina and the optic nerve. 

One important part of the eye that should be described for its particular 

importance is the "retina", that is the third and the most inner layer of the 

eye [35]. 

 

 

Fig.1.2.2: Cross-sectional anatomy of the eye [35]. 

1.3 Structure and Function of the Retina 

The retina is a thin layer of tissue at the back of the eyeball which converts 

the received light to electrical nervous signals and sends it to the brain, retina 

is the “seeing tissue” of the eye [28]. 

The retina contains photoreceptor cells called rod cells and cone cells; turning 

visible light into neuronal signals, which are sent to the brain. This process is 

called transduction. The cone cells are about 6 million cones in the retina, that 
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are sensitive to different wavelengths of light, providing color sensitivity which 

is of most use in the daytime. The lack of cones which are sensitive to red, blue, 

and green light causes various kinds of color blindness [39]. 

The rod cells are the most numerous of 120 million and very sensitive to 

light and do not distinguish color, which means the rods are more effective 

in low light conditions than cones, and are crucial for seeing at night. 

Retina has some particular features, these features are optic disc, blood 

vessels and fovea [15] Fig.1.3.1 shows the anatomy and features of the 

human retina, these features are discussed below: 
 

 

Fig.1.3.1: Retina surface anatomy [35] 

1.3.1 Optic Disc (OD) 

The optic disc (OD) is the brightest region on the retina at which the optic 

nerve axons enter and leave the eye, it contains no receptor cells, so it 

represents a blind spot in the visual field of each eye. The OD location is a 

very important matter and can be used as an origin to determine the position 

of other parts such as Fovea and blood vessels. 

Arteries  

Vein   

Optic Disc  

Fovea  

Macula   
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Any change in shape, size, and color of OD is an important indicator of 

various pathologies related to eye [29]. 

1.3.2 Blood Vessels 

Retina is surfaced by blood vessels; there are two types of vessels, arteries 

and veins that are visible within Fig.1.3.1. Arteries are brighter as they 

transport blood rich in oxygen to the organs of the body, while the veins 

afterwards transport the blood to the lungs and the liver, which is at low 

oxygen level and thus darker. 

Information about blood vessels in retinal images can be used to detect 

severe retinal diseases such as DR from an abnormal retinal image [13, 16]. 

1.3.3 Macula  

The macula in the human eye is a small functional area, measuring about 5 

mm in diameter. It centers the retina see Fig.1.3.1 and it is the place where 

light is focused by the structures in the front of the eye (cornea & lens). The 

macula is very important as it gives us the vision needed for detailed 

activities such as reading, and the ability to differentiate colors [39]. 

1.3.4 Fovea 

Fovea or the “yellow spot” is a minute area at the center of the macula, that 

is most sensitive to light and is responsible for our sharp central vision, and 

there are no rods in the fovea [39, 3]. 
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1.4 Fundus Image  

Medical image analysis is a research area that currently attracts a lot of 

interest from both scientists and physicians. The objective of this field is to 

develop computational tools which will assist quantification and 

visualization of interesting pathology and anatomical structures [51]. In this 

research, these tools work with digital fundus image of the eye. 

The procedure of taking fundus images start by either non-dilating or dilating 

the pupil with pharmaceutical eye drops, by using specialized fundus 

cameras that consist of an intricate microscope attached to a flashed enabled 

camera used in fundus photography, this is illustrated in Fig.1.4.1. The 

patient is asked to stare at a fixation device in order to steady the eyes. While 

taking the pictures, the patient will see a series of bright flashes. The entire 

process takes about five to ten minutes. A fundus is shown in Fig.1.4.1. The 

eye fundus images of diabetic patients must be examined at least once a year, 

to ensure that DR treatment is received on time [51]. 

 

 

 Fig.1.4.1: Fundus photography [62]. 
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Retinal images obtained by the fundus camera are used to diagnose DR. 

Every healthy retina has some normal features; these normal features are 

optic disc, blood vessels and fovea. Apart from these, an unhealthy retina 

might have some abnormal features like hemorrhages, micro-aneurysms and 

exudates [15, 76]. 

1.5 Eye Diseases 

In this section, we discussed the diabetic complications, diseases and 

symptoms in the eye and their implications to vision. Diabetic retinopathy 

(DR) is the most common diabetic eye disease, the current and future 

prospects of early detection are discussed. The discussion includes the 

shortcomings of the current diagnosis and the potential benefits of automated 

eye fundus image analysis. 

Current methods of detection and assessment of DR are manual, expensive, 

and require trained ophthalmologists. Automated methods of DR screening 

help to save time, cost and vision of patients, compared to manual diagnosing 

methods [4]. 

The screening of diabetic patients for the development of DR can potentially 

reduce the risk of blindness in these patients by 50%. An early detection of 

DR is important, because treatment methods can slow down the progression 

of the disease. Nevertheless, early detections enable laser therapy to be 

performed to prevent or delay visual loss and may be used to encourage 

improvement in diabetic control [9].  
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1.5.1 Diabetic Eye Diseases 

Diabetes is a condition where the amount of glucose in blood is too high, this 

happened when the pancreas doesn’t produce any enough insulin to help 

glucose enter in the body cells, then glucose stays in the blood and it is not 

consumed by cells. Consequently, blood glucose levels get too high and can 

cause diabetes, where glucose is the main type of sugar found in blood 

considered as the main source of energy [47, 76]. 

This disease affects slowly the circulatory system including that of the retina, 

and it is one of the leading causes of irreversible blindness worldwide [76], 

diabetic eye disease also encompasses a wide range of other eye problems 

such as cataract, nonvascular glaucoma, DR, and diabetic neuropathies [48]. 

Cataract is a clouding of the lens, it is also developed at an earlier age in 

people with diabetes [48]. 

Glaucoma is one of the many eye diseases which can lead to blindness if it 

is not detected and treated in proper time, this disease causes an increase in 

pressure of the eye, which leads to optic nerve damage [18]. 

The most serious eye condition associated with diabetes involves the blood 

vessels network supplying the retina. This condition is called DR. Some of 

the effects of the diabetic eye disease on vision are illustrated in Fig.1.5.1. 
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    (a)                                            (b) 

       
   (c)                                               (d) 

Fig.1.5.1: Influence of diabetes on vision: (a) Normal vision, (b) Cataract, 

(c) Neovascular glaucoma, (d) Diabetic retinopathy [48]. 

1.5.2 Diabetic Retinopathy (DR) 

The most serious complication of diabetes for eye is DR. It blurs the vision, 

if left undiagnosed and untreated it can eventually lead to blindness [65]. 

Retina is fed by a network of blood vessels and any change in these blood 

vessels can cause difficulties with vision. DR occurs when the small blood 

vessels have a high level of glucose in the retina causing a change in the 

retina, which occurs over a period of time under diabetics [67]. 

The symptoms can blur or distort the patient's vision, exudates are one of 

the primary signs of DR, and it is vital symptoms of DR. They appear as 

yellowish areas with varying sizes, shapes, and locations about areas of 

leakage, as shown in Fig.1.5.2: (a) Exudates are made up from serum 

lipoproteins and usually occur when lipid or fat leaks from abnormal blood 
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vessels or aneurysms, they normally appear near the leaking capillaries 

within the retina [16]. 

In extreme stages of DR, certain spots called the cotton wool spots are 

identified. They appear as fluffy white patches on the retina, see Fig.1.5.2: 

(b). They are caused by the damage of nerve fibers as a result of 

accumulations of axoplasmic material within the nerve fiber layer because 

of the ischemia. This causes the nerve fibers to be damaged by swelling in 

the surface layer of the retina [9]. 

 

        
(a)                                (b) 

Fig.1.5.2: A retinal image with (a) Exudates, and (b) Cotton wool spots [28]. 

Micro-aneurysms are almost always the first clinical sign of DR, they are 

the focal dilations of retinal capillaries, where it appears as small, round and 

deep red spots 15 to 60 𝜇𝑚 in diameter [9]. Micro-aneurysms occur when 

walls of the blood vessels become fragile and then start to break, leaking 

blood around them [67], rupture of micro-aneurysms and increased capillary 

permeability give rise to intra retinal hemorrhage [28], an example is shown 

in Fig.1.5.3. 

https://en.wikipedia.org/wiki/Axoplasm
https://en.wikipedia.org/wiki/Nerve_fiber_layer
https://en.wikipedia.org/wiki/Nerve_fiber
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Hemorrhage occurs when blood leaks from the retinal vessels. It can be 

caused by hypertension, blockage of arterial vein or diabetes mellitus [67]. 

Retinal hemorrhages appear either as small red dots or blots 

indistinguishable from micro-aneurysms or as larger flame-shaped 

hemorrhages [28]. 

 

 

Fig.1.5.3: DR effect on a fundus image; showing normal features (OD, blood vessels 

and fovea), and abnormal features (hemorrhages, micro-aneurysms and exudates) [19].  

1.6 Image Processing 

Image processing, analysis and computer vision techniques are increasingly 

used in all fields of medical science and are especially pertinent to modern 

ophthalmology. Retinal image analysis is one of the promising topics in 

medical image processing [58]. 
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Medical image processing is a process of converting an image or photo into 

a digital form and performing some steps and procedures so that the image 

can be enhanced to extract more information from it [58]. 

The aim of processing an image normally falls into one of the three broad 

categories: enhancement (e.g. improved contrast and content), restoration 

(e.g. de-blurring of an image) and segmentation (e.g. isolating particular 

areas of interest within the image) [46]. 

Transforming the image into different formats is another technique used in 

image processing; it involves manipulation of the entire image so that pixel’s 

vales are represented in a different but equivalent form. This may allow more 

efficient and powerful processing before the image is reverted to its original 

mode of representation [58, 46].  

1.6.1 Image Segmentation 

Image segmentation is a process of partitioning its pixels into a set of non-

overlapping regions or categories whose union is the original image. 

In other words; image segmentation is the process of assigning a label to 

every pixel in an image such that pixels with the same label share certain 

characteristics. Every pixel in a segmented image is allocated to one of a 

number of these categories, segmentation stops when all objects of interest 

have been isolated [6]. Consequently, the process of image segmentation is 

equivalent to the process of clustering; that is grouping image parts with 

similar features into regions (clusters) [12]. 
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Image segmentation approaches are currently divided into the following 

categories: 

1. Detecting Discontinuities 

It means to divide an image based on abrupt changes in intensity, such 

as edge detection segmentation algorithms [24] 

2. Detecting Similarities 

It means to divide an image into regions that are similar according to a 

set of predefined criteria, like thresholding, region splitting, region 

growing and merging image segmentation algorithms [57]. 

In the following we introduce some of the most important general 

approaches of segmentation: 

1.6.1.1 Edge-Based Segmentation 

Edge detection is a fundamental tool for image segmentation; it is used for 

object detection which serves various applications like medical image 

processing, biometrics … etc. The major property of the edge detection 

technique is its ability to extract the exact edge line with good orientation 

[60]. Edge carries a lot of information about the various regions in an image. 

They provide an outline of the object and can be used to measure the size of 

objects or to recognize and isolate objects [46]. 

An edge is said to be a set of connected pixels that lies on the boundary 

between two regions that differ in color intensity. These pixels on the edge 

are called edge points. Edge detection technique is boundary identification 
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where the information of the edge is detected and edge pixels with adjacent 

neighbor connectivity are tracked, this is illustrated in Fig.1.6.1: (b) [46]. 

An edge detection operation is basically an operation to perceive important 

local changes in the intensity level of an image. It is measured by gradient of 

the image, this can be done by the application of specialized filters of varying 

complexity and utility [58]. Applying the threshold technique to the resultant 

image creates a binary image of the edges [46].  

 

 

 

 

 

 

(a)                                                                (b) 

Fig.1.6.1: Segmentation of abdomen image (a) Original abdomen image, (b) Result of 

Edge-based segmentation [75]. 

There are many edge detection techniques, the main common ones are: 

Roberts, Sobel, Prewitt, Kirsh, Robinson, Marr-Hildreth, LoG and Canny 

edge detection techniques [60]. 

1.6.1.2 Threshold Based Segmentation 

Thresholding is the simplest, most powerful and commonly used method of 

image segmentation; it is used when images having light objects on dark 

background, the process of thresholding may be particularly useful to 
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remove unnecessary details or variations through high lighting details that 

are of interest [57]. 

Thresholding operation converts a multilevel image into a binary image 

(only two values: 0 or 1), this involves separating the image into white or 

black pixels on the basis of whether their intensity value is greater or less 

than a certain threshold level t [46]. 

The thresholding operation is defined by equation (1.6.1) [58]:  

𝒇(𝑥) = {
𝟎, 𝑥 < 𝑡
𝟏, 𝑥 ≥ 𝑡

                                      (1.6.1) 

where 𝒇 is the thresholded image, x represents a grey value, and t is the 

threshold value. After the thresholding operation, the image has been 

segmented into two segments, identified by pixel values 0 or 1, see Fig.1.6.2: 

(b) [58]. 

 

 

 

 

 

 

 
(a)                                                               (b) 

Fig.1.6.2: Thresholding segmentation (a) Original brain image, (b) threshold based 

segmentation [75]. 

Thresholding method has a set of limitation. One of which is that cannot be 

applied to multichannel images and only two classes are generated. In 
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addition, thresholding does not take into account the spatial characteristics 

of an image. As a result, it is sensitive to noise, as both of these artifacts 

corrupt the histogram of the image, making separation more difficult [57]. 

1.6.1.3 Region Based Segmentation  

Region based segmentation algorithms are relatively simple and more 

immune to noise [63]. These methods separate an image into regions of 

connected homogenous subsets with respect to some criterion such as gray 

level, texture, or the group of connected pixels with similar properties, as 

shown in Fig.1.6.3: (b) below [57]. In the region-based segmentation, pixels 

which correspond to a particular object are grouped together and marked 

using appropriate thresholding techniques. The significant principles upon 

which it depends are value similarity and spatial proximity [63]. 

 

                 
(a) (b) 

Fig.1.6.3: Based segmentation (a) Original abdomen image, (b) region based 

segmentation [75]. 
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1.7 Fuzzy C-means (FCM) Clustering 

FCM is based on soft computing and overlapping clustering algorithms [71], 

which allows each point to belong to one or more cluster with different 

degrees of membership. This method is frequently used in pattern 

recognition [4, 6]. 

FCM technique is a popular method used in image segmentation because it 

can preserve more information from the original image. Its robust 

characteristics for ambiguity and can retain more information than hard 

segmentation methods do [63]. It was developed by Dunn and improved by 

Bezdek [7]. 

Features with close similarity values in an image are grouped into the same 

cluster. The similarity is defined by the distance between features vectors to 

clusters centers by using the Euclidean distance, where data will be 

associated to an appropriate membership value having grades between 0 and 

1. The clusters centers are updated until the differences, as displayed in 

equation (1.7.1), are close to zero or practically less than a predefined small 

constant, the equation is described as the adjacent objective function 

[67,71,8]: 

𝐽(𝒖, 𝒄, 𝒙) =∑∑  𝑢𝑖𝑗
𝑚

𝐶

𝑗=1

𝑁

𝑖=1

‖𝑥𝑖 − 𝑐𝑗‖
2
                    (1.7.1) 

 

𝑢𝑖𝑗 =
1

∑ (
‖𝑥𝑖− 𝑐𝑗‖

‖𝑥𝑗− 𝑐𝑘‖
)

2
𝑚−1

𝐶

𝑘=1

                                     (1.7.2) 
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𝑐𝑗 =
∑        𝑢𝑖𝑗

𝑚    𝑥𝑖

𝑁

𝑖=1

∑      𝑢𝑖𝑗
𝑚

𝑁

𝑖=1

                                          (1.7.3) 

where m is an exponential weighting function, that controls the fuzziness of 

the membership function, it has any real number greater than 1, it is set to 2 

by Bezdek [71], J be the objective function of the FCM, N is the number of 

features, 𝑥𝑖  is the 𝑖𝑡ℎ element of d-dimensional measured data, 𝑢𝑖𝑗 is the 

degree of membership of 𝑥𝑖 in cluster j, C is the number of clusters, 𝑐𝑗 is the 

d-dimension center of cluster j, and ||*|| is any norm expressing the similarity 

between any measured data and the center. The update of membership 

𝑢𝑖𝑗 and the cluster centers 𝑐𝑗 are carried by equations (1.7.2) and (1.7.3), 

respectively. This iteration will stop when equation (1.7.4) is satisfied: 

𝑚𝑎𝑥
𝑖𝑗
{|𝑢𝑖𝑗

𝐾+1 − 𝑢𝑖𝑗
𝐾 |} < 𝜖                                   (1.7.4) 

where 𝜖 is a termination criterion, K is the maximum iteration step [4, 64]. 

Under the normalization constraint the following condition should be 

maintained: 

∑ 𝑢𝑖𝑗
𝑚

𝐶

𝑖=1
= 1  , ∀𝑗 =  1,… , 𝑁                        (1.7.5) 

Finally, Lagrangian multipliers are introduced to solve this constrained 

optimization problem, where the Lagrange function Ḻ is given by [52, 42]: 

Ḻ(𝒖, 𝒄) = 𝐽 −∑  𝛼 𝑖
𝑁

𝑖=1
(∑  𝑢𝑖𝑗

𝑚
𝐶

𝑗=1
− 1)                  (1.7.6) 

where 𝛼𝑖 is the Lagrange multiplier. The algorithm will be explained in detail 

later. 
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Chapter Two 

Fuzzy Logic  

This chapter presents the fundamental concepts of Fuzzy Logic such as fuzzy 

sets, fuzzy logic properties and FCM clustering. 

2.1 Fuzzy Logic (FL) 

The idea of FL was introduced by Professor L. A. Zadeh from the University 

of California in 1965 [41], it attempts to reflect the human way of thinking. It 

is so often utilized in our routine life, for instance, to answer some questions in 

certain surveys, most time one could answer with 'Not Very Satisfied' or 'Quite 

Satisfied', which are also fuzzy (ambiguous) answers [61]. 

FL is an extension of Boolean logic, based on the mathematical theory of 

fuzzy sets, which is a generalization of the classical set theory [32]. 

2.1.1 Classical Set  

The classical set is defined by crisp boundaries [21]. To make it clearer we 

introduce some examples; {4, 9, 8, 6} is a set of integers. {1, 2, 3, 4, 5, 6, 7, 

8} is the set of integers between 0 and 9. {"Book", "Run", "Eye", "see"} is a 

set of words, and ∅ is defined as the empty set which contains no element. 

In Fig.2.1.1 below, we can see the graphical representation of a set A, 

typically represented by circles, 𝑨 = {4, 9, 8, 6}, where 𝑨 is a subset of 𝑺 

which is the universal set. 
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Fig.2.1.1: Graphical representation of set A (Vinn diagrams). 

In a crisp set, membership or non-membership of element x in set A is 

described by a characteristic function 𝝁𝑨(𝑥), where  

𝝁𝑨(𝑥) = {
1 , 𝑥 ∈ 𝑨
0 , 𝑥 ∉ 𝑨

 

where {0,1} is called valuation set; where 1 indicates membership, while 0 

indicates non-membership [54], Fig.2.1.2 illustrates the membership 

function for a crisp set. 

 

 

Fig.2.1.2: Crisp membership function (MF). 

Some properties of classical set operations are defined in Table 2.1.1, 

assuming S is the universal set which means a collection of objects that have 

the same main characteristics [61], A and B are two classical sets, 𝑨̅ 

complement set of A and ∅ is the empty set [25], where the set ∅ is defined 

as [54]: 

𝝁∅(𝑥) = 0, ∀𝑥 ∈ 𝑺, 

4 
9 8 

6 
A 

S 
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Table 2.1.1: Properties of Classical Set Operations 

Name of property Properties 

 𝑨 ∪ 𝑨 = 𝑨 

𝑨 ∩ (𝑨 ∪ 𝑩) = 𝑨 

𝑨 ∪ (𝑨 ∩ 𝑩) = 𝑨 

𝑨 ∩ (𝑨̅ ∪ 𝑩) = 𝑨 ∩ 𝑩 

𝑨 ∪ (𝑨̅ ∩ 𝑩) = 𝑨 ∪ 𝑩 

𝑨 ∪ 𝑺 = 𝑺 

𝑨 ∩ 𝑺 = 𝑨 

𝑨 ∪ ∅ = 𝑨 

𝑨 ∩ ∅ = ∅ 

𝑨 ∪ 𝑨̅ = 𝑺 

𝑨 ∩ 𝑨̅ = ∅ 

Involutive law 𝑨̿ = 𝑨 

Commutative law 𝑨 ∪ 𝑩 = 𝑩 ∪ 𝑨 

𝑨 ∩ 𝑩 = 𝑩 ∩ 𝑨 

Associative law (𝑨 ∪ 𝑩) ∪ 𝑪 = 𝑨 ∪ (𝑩 ∪ 𝑪) 
(𝑨 ∩ 𝑩) ∩ 𝑪 = 𝑨 ∩ (𝑩 ∩ 𝑪) 

Distributive law 𝑨 ∩ (𝑩 ∪ 𝑪) = (𝑨 ∩ 𝑩) ∪ (𝑨 ∩ 𝑪) 
𝑨 ∪ (𝑩 ∩ 𝑪) = (𝑨 ∪ 𝑩) ∩ (𝑨 ∪ 𝑪) 

DeMorgan’s law 𝑨 ∩ 𝑩̅̅ ̅̅ ̅̅ ̅̅ = 𝑨̅ ∪ 𝑩̅ 

𝑨 ∪ 𝑩̅̅ ̅̅ ̅̅ ̅̅ = 𝑨̅ ∩ 𝑩̅ 

Defining a set of operations using Vinn diagrams, which are very intuitive, 

such as the union and intersection operations on the classical set are shown 

in Fig.2.1.3: (a), (b) respectively [21]. 

 

 

 

 

 

 



30 

 

 

 

 

 

 
 (a)                                                (b) 

Fig.2.1.3: The shaded area represents the union and intersection of two sets respectively 

(a) Union, A∪B, (b) Intersection, A∩B. 

2.2 Fuzzy Sets and Operations  

The theory of fuzzy sets is a generalization of the classical (crisp) set theory, 

which means that the classical set is a special case of fuzzy sets theory, this 

concept is illustrated in Fig.2.2.1. 

 

 

 

 
 

Fig.2.2.1: The classical set is a subset of fuzzy sets. 

In order to introduce the concept of fuzzy sets, we first review the elementary 

set theory of classical mathematics. 

The fuzzy set theory is a very natural extension of the classical set theory 

[32], which is considered as a subset of the fuzzy set. It extends this concept 

by defining partial membership. Fuzzy sets represent common sense 

linguistic labels like small, large, medium, high, tall, etc. A given element 

can be a member of more than one fuzzy set at a time [54, 25]. 

A B B A A∩B 

Fuzzy set 
Crisp set 
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After defining the classical (crisp) set in the previous section, fuzzy sets are 

defined in the following, in addition to their properties and operations. 

2.2.1 Definition and Properties of Fuzzy Sets [54, 74, 17] 

Definition 1. Let X be a universal set. A fuzzy subset A of X is characterized 

by a membership function: 

𝝁𝑨(𝑥): X → [𝟎, 𝟏] 

of A and defines the fuzzy set A of X. Where (𝑥 , 𝝁𝑨(𝑥)) with x ∈ X is the 

set of all pairs [54]. 

To give more motivation for this concept of partial membership, let us 

consider the following example: 

Consider a fuzzy set of the property tall; suppose S is a subset from universe 

set U, it represents the heights from 120 cm to 200 cm. With a crisp set, all 

people with height more than 160 cm are considered tall. Fig.2.2.2: (a). 

illustrates the crisp set membership function for the set tall, the curve which 

is indeed a generalization of the classical characteristic function 𝜇(𝑥) (it can 

be used to conclude a person who either “is” or “is not” a member of the set 

S), is called a membership function (MF) associated with the set S [25]. 

The corresponding fuzzy set with a smooth membership function is shown 

in Fig.2.2.2 (b). The curve defines the transition from not tall and shows the 

degree of membership for a given height [25]. 
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      (a)                                                               (b) 

Fig.2.2.2: Crisp/Fuzzy membership function (a) Crisp, (b) Fuzzy. 

There is no fixed or even unique universal rule or criterion for choosing a 

membership function for a particular fuzzy subset; in general, a correct and 

good membership function is determined by the user based on his scientific 

knowledge, working experience, and actual need for the particular application. 

The most commonly used shapes for membership functions are triangular, 

trapezoidal, s-shaped, bell-shaped, sigmoid, piecewise linear and Gaussian 

curves [66,32,25]. A summary of the graphical and analytical representation 

of frequently used membership functions (MF), are shown in Table 2.2.1. 

 

 

 

 

 

 

 

 

 

No tall 
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Table 2.2.1. Typical membership functions (MF). 

Type of 

membership 

function 

Analytical 

Representation 

Graphical 

Representation 

 

Triangular 

 

 

𝜇𝐴(𝑥) =

{
 
 

 
 

0 𝑓𝑜𝑟 𝑥 < 𝑎
𝑥 − 𝑎

𝑏 − 𝑎
 𝑓𝑜𝑟 𝑎 ≤ 𝑥 < 𝑏 

𝑐 − 𝑥

𝑐 − 𝑏
 𝑓𝑜𝑟 𝑏 ≤ 𝑥 ≤ 𝑐

0 𝑓𝑜𝑟 𝑥 > 𝑐

 

 
 

Trapezoidal 

 

 

𝜇𝐴(𝑥) =

{
  
 

  
 

0 𝑓𝑜𝑟 𝑥 < 𝑎
𝑥 − 𝑎

𝑏 − 𝑎
 𝑓𝑜𝑟 𝑎 ≤ 𝑥 < 𝑏 

1 𝑓𝑜𝑟 𝑏 ≤ 𝑥 < 𝑐
𝑑 − 𝑥

𝑑 − 𝑐
 𝑓𝑜𝑟 𝑐 ≤ 𝑥 < 𝑑

0 𝑓𝑜𝑟 𝑑 ≤ 𝑥

 

 
 

Gaussian 

curves  

 

𝜇𝐴(𝑥) =
1

𝑒
(
(𝑥−𝑐)2

2.𝜎2
)
 

 

 
 

Sigmoid 

 

 

 

𝜇𝐴(𝑥) =
1

1 + 𝑒−𝑎(𝑥−𝑏)
 

 

 

 
 

Bell-shaped  

 

  

𝜇𝐴(𝑥) =
1

1 + |
𝑥−𝑐

𝑎
|
2𝑏
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Triangular curves depend on three parameters a, b and c. Trapezoidal curves 

depend on four parameters; a, b, c and d. Gaussian curves depend on two 

parameters 𝜎 and c; where c and 𝜎 represent the mean and the standard 

deviation of the distribution respectively. While the sigmoid function equals 

0.5, at 𝑥 = 𝑏. Furthermore, Bell-Shaped curve depends on a, b and c 

parameters. 

Fuzzy sets have a number of properties and definitions; here are some of the 

most important definitions: 

1) Equality of Fuzzy Sets 

Two fuzzy sets A and B are equal, 𝑨 = 𝑩, if and only if 

𝝁𝑨(𝑥) =  𝝁𝑩(𝑥)  ∀x ∈ X. 

2) The Support, the Crossover Point and the Singleton of a Fuzzy Set. 

The support of the fuzzy set A is the ordinary subset of X that has nonzero 

membership in A, this is shown in Fig.2.2.3: 

𝒔𝒖𝒑𝒑𝑨 = 𝑨+𝟎 = {𝑥 ∈ 𝑿, 𝝁𝑨(𝑥) > 0} 

The elements of x such as 𝝁𝑨(𝑥) = 𝟏/𝟐 are the crossover points of A. A 

fuzzy set that has only one point in X with 𝝁𝑨(𝒙) = 𝟏 as its support is 

called a singleton. To illustrate the properties, see Fig.2.2.3 below. 
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Fig.2.2.3: The crossover and singleton points: a & c refer to the crossover point, and the 

point b refer to singleton point. 

3) The Height of a Fuzzy Set (Normal and Subnormal Sets). 

The height of A is the least upper bound (supremum) of 𝝁𝑨(𝑥). 

𝒉𝒈𝒕(𝑨) = 𝒔𝒖𝒑𝑥∈𝑿𝝁𝑨(𝑥) 

Now, defining the normalize sets, where A is called to be normalized iff 

∃𝑥 ∈ 𝑿, 𝝁𝑨(𝑥) = 𝟏. This definition implies 𝒉𝒈𝒕(𝑨) = 1. Otherwise A 

is called subnormal fuzzy set. 

4) 𝜶-level Fuzzy Sets. 

An important way of representing fuzzy sets is 𝜶 − 𝒄𝒖𝒕 method. The 

𝜶 − 𝒄𝒖𝒕 of A, denoted by 𝑨𝜶, is a set consisting of those elements of the 

universe X whose membership values exceed the threshold level 𝜶; the 

𝜶 − 𝒄𝒖𝒕 of A is illustrate in Fig.2.2.4. 

Hence; defining a fuzzy set 𝑨𝜶 as:  

𝑨𝜶(𝑥) = 𝜶𝑨
𝜶(x) 

Then the original fuzzy set A may be defined as  

𝑨 = ⋃ (𝜶𝑨𝜶
𝜶∈[𝟎,𝟏]

) 

𝝁𝑨(𝒙) 

𝒙 c 
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This means that any fuzzy set A can be decomposed into a series of its 

𝛂 − 𝐜𝐮𝐭, ∪ denotes the standard fuzzy union. 

The lower the level of 𝛂, the more elements are admitted to the 

corresponding 𝛂 − 𝐜𝐮𝐭, that is, if 𝜶𝟏 > 𝜶𝟐 then  

𝑨𝜶𝟏 ⊂ 𝑨𝜶𝟐.  

 

 

Fig.2.2.4: The 𝛂 − 𝐜𝐮𝐭 for two values where 𝜶𝟏 > 𝜶𝟐. 

5) Convexity of Fuzzy Sets. 

A fuzzy set A of X is called convex iff 

𝝁𝑨(𝝀𝑥1 + (𝟏 − 𝝀)𝑥2) > 𝐦𝐢𝐧(𝝁𝑨(𝑥1) , 𝝁𝑨(𝑥2)) 

for all 𝑥1, 𝑥2 ∈ 𝑹, 𝝀 ∈ [𝟎, 𝟏],  min denotes the minimum operator. In 

other words, a fuzzy set A on R is convex iff all its 𝛂-level sets are convex 

in the classical sense. 

6) The Cardinality of Fuzzy Sets. 

The scalar cardinality of a fuzzy set A on X denoted by |𝑨| is defined as 

(when X is a finite set): 

|𝑨| = ∑𝝁𝑨(𝒙)

𝑥∈𝑨

 

A 

 

𝜶𝟏 

𝜶𝟐 

𝑨𝜶𝟐 𝑨𝜶𝟏 
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when X is infinite, |𝑨| is defined as:  

|𝑨| = ∫ 𝝁𝑨(𝒙)
𝑿

𝑑𝑥 

Sometimes |𝑨| is called the power of A. The relative cardinality denoted 

by ‖𝑨‖ is defined as:  

‖𝑨‖ = |𝑨|/|𝑿| 

7) Inclusion of Fuzzy Sets to Fuzzy Sets 

A is said to be inclusion in B, presented as 𝑨 ⊆ 𝑩, or A is a subset of B, 

if ∀𝑥 ∈ 𝑿, 𝝁𝑨(𝑥) ≤ 𝝁𝑩(𝑥). 

2.2.2 Operations on Fuzzy Sets  

Before defining the operations on fuzzy sets, we will illustrate a fuzzy 

number to understand the operations on fuzzy sets. 

Definition 2. A fuzzy number A is a fuzzy set of the real line R with a normal, 

convex and continuous membership function of bounded support. The 

family of fuzzy numbers will be denoted by F [57, 74].  

On the other hand, a fuzzy number is a fuzzy subset of the real line R whose 

highest membership values are clustered around a given real number called 

the mean value; where the membership function is monotonic on both sides 

of this mean value [17]. The most common shapes for fuzzy numbers are 

triangular, trapezoidal, S-shaped, Bell-shaped, sigmoid function, piecewise 

linear and Gaussian curves fuzzy numbers [66, 32, 25]. All types are 

summarized and defined in Table 2.2.1. 
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In order to easily manipulate fuzzy sets, redefine the operators of the 

classical set theory, such as intersection, union, and complement, to fit the 

specific membership functions of fuzzy logic for values strictly between 0 

and 1[54]. 

Actually, L. A. Zadeh suggested the minimum operator for the intersection 

and the maximum operator for the union of two fuzzy sets [38], this is 

illustrated in the following definition. 

Let A and B be two fuzzy sets in X with membership functions 

𝝁𝑨(𝑥) and 𝝁𝑩(𝑥) respectively. The operations of union, intersection and 

complement for fuzzy sets are defined theoretically as given below. 

Definition 3. Fuzzy Standard Intersection. 

The intersection (∩) of fuzzy sets A and B contains only elements common 

to both sets, since the membership values chosen are the minimum values 

from the two elements. The intersection can be calculated by the following 

formulas:  

∀𝑥 ∈ 𝑿   𝝁𝑨∩𝑩(𝑥) = 𝐦𝐢𝐧 (𝝁𝑨(𝑥), 𝝁𝑩(𝑥)) 

Or, in abbreviated form:  

𝝁𝑨∩𝑩(𝑥) = 𝝁𝑨(𝑥) ∧ 𝝁𝑩(𝑥) 

where 𝝁𝑨∩𝑩(𝒙)is the membership function of 𝑨 ∩ 𝑩. If one set does not 

contain an element (empty set), the minimum value will therefore be zero; 

this means 𝑨 ∩ 𝑩 is empty, then A and B are disjoint [54, 38]. 

Definition 4. Fuzzy Standard Union. The union (∪) of sets A and B will 

contain all elements in both sets. Therefore, the union of two fuzzy sets 
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contains all elements in both sets and will select the maximum value given 

for each element. The Union can be calculated by the following formulas:  

∀𝑥 ∈ 𝑿, 𝝁𝑨∪𝑩(𝑥) = 𝒎𝒂𝒙 (𝝁𝑨(𝑥), 𝝁𝑩(𝑥)) 

Or, in abbreviated form:  

𝝁𝑨∪𝑩(𝑥) = 𝝁𝑨(𝑥) ∨ 𝝁𝑩(𝑥) 

where 𝝁𝑨∪𝑩(𝑥) is the membership function of 𝑨 ∪ 𝑩 [54, 38]. 

Definition 5. Fuzzy Standard Complement. 

The complement of a fuzzy A is denoted by 𝑨̅ and is defined by  

𝝁𝑨̅(𝑥) = 𝟏 − 𝝁𝑨(𝑥) 

where 𝝁𝑨̅(𝑥) is the membership function of 𝑨̅ [54, 38]. 

The intersection, union and complement of fuzzy sets in 𝑅1, are illustrated 

in Fig.2.2.5. 

 

 

Fig.2.2.5: The intersection, union and complement of fuzzy sets (a) Two fuzzy sets A 

and B respectively, (b) Intersection of two fuzzy sets, A∩B, (c) Union of two fuzzy sets, 

A∪B, (d) Complement of fuzzy set, 𝑨̅. 

𝝁𝑨 

 

𝝁𝑩 

 

𝝁𝑨∪𝑩 

𝝁𝑨∩𝑩 

𝝁𝐴̅ 
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2.2.2.1 Properties of Fuzzy Sets Operations  

After defining the operations of fuzzy sets; intersection, union, and 

complement, we note that the following rules which are common in classical 

set theory, like commutative, associative, involutive, distributive, and 

DeMorgan’s law, which are defined in Table 2.1.1, also holds for standard 

fuzzy operations in general.  

But the standard fuzzy operations do not satisfy the law of excluded 

middle 𝑨 ∪ 𝑨̅ = 𝑿, and the law of contradiction 𝑨 ∩ 𝑨̅ = ∅ of classical 

set theory [54]. 

2.3 Clustering Methods 

This section presents an overview of the main clustering methods. The aim 

is to introduce the theories and the mathematics underlying clustering 

techniques, also discuss the usefulness of soft-computing methods in 

clustering tasks. The section begins by providing measures and criteria that 

are used for determining whether two objects are similar or dissimilar. 

Presenting clustering methods which are divided into two types: hard (crisp), 

and soft-computing (fuzzy) methods. 

2.3.1 Overview of Clustering Methods 

Clustering is a process of partitioning or grouping a given set of input data 

vectors or image pixels into a number of clusters such that similar objects 

are allocated to one cluster [10]. Clustering is one approach to perform image 

segmentation on digital images. 
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Clustering techniques are among the unsupervised methods; which means 

they do not use prior class identifiers. The main potential of clustering is to 

detect the basic structure in data, not only for classification and pattern 

recognition, but also for optimization [49]. 

Before defining the types of clustering, another type of data partitioning, that 

is classification, is introduced here. 

Clustering and classification are both fundamental tasks in Data Mining [31]. 

Classification is used mostly as a supervised learning method, while 

clustering is used as an unsupervised learning (some clustering models are 

for both). The goal of classification is predictive, while that of clustering is 

descriptive. Since the aim of clustering is to detect a new set of categories, 

the new classes are of interest in themselves, and their assessment is intrinsic. 

In classification tasks, however, an important part of the assessment is 

extrinsic, since the groups must reflect some reference set of classes [31]. 

Definition 6. The clustering structure is represented as a set of subsets 

C = 𝑪𝟏, . . . , 𝑪𝒌 of S, such that: 𝑺 = ⋃ 𝑪𝒊
𝒌
𝒊=𝟏  and 𝑪𝒊 ∩ 𝑪𝒋 = ∅ for 𝒊 ≠ 𝒋. 

Consequently, any instance in S belongs to exactly one and only one 

subset [31]. 

Since clustering is the grouping of similar objects, the term similarity should 

be understood from a mathematical scope. For instance in metric spaces, 

similarity is often defined by means of a distance norm. Distance can be 

measured among the data vectors themselves, or as a distance from a data 

vector to some prototypical object of the cluster. The prototypes may be 

vectors of the same dimension as the data objects, but they can also be 
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defined as “higher-level” geometrical objects, such as linear or nonlinear 

subspaces or functions [11, 31]. In this thesis we will focus and use a 

clustering method to detect features related to DR diseases in the retina. 

2.3.2 Similarity Measures  

Clustering is based on a similarity measure to group similar data objects 

together. This similarity measure is based on distance functions (for example; 

Euclidean distance, Manhattan distance, Minkowski distance, Cosine 

similarity, etc.) to group objects in clusters and has given good result [31]. 

In this part, the mathematical definition of distance measure is introduced, it 

is useful to denote the distance between two objects 𝑥𝑖 and 𝑥𝑗 as: 𝒅(𝑥𝑖 , 𝑥𝑗). 

The distance measure is called a distance metric if it satisfies the symmetry 

and triangular inequality properties. 

Definition 7. Let d (distance) be defined as 𝒅 ∶  ℝ𝒎 × ℝ𝒏 → ℝ𝟎
+ be a 

distance function if it satisfies [59]: 

∀𝑥𝑖 , 𝑥𝑗 , 𝑥𝑘 ∈ ℝ
𝒎:  

𝒅(𝑥𝑖 , 𝑥𝑗) ≥ 0                                    (Non-negativity) 

𝒅(𝑥𝑖 , 𝑥𝑗) = 0 ⟺ 𝑥𝑖 = 𝑥𝑗                (Identity of indiscernible) 

𝒅(𝑥𝑖 , 𝑥𝑗) = 𝒅(𝑥𝑗 , 𝑥𝑖)                         (Symmetry) 

𝒅(𝑥𝑖 , 𝑥𝑘) ≤ 𝒅(𝑥𝑖 , 𝑥𝑗) + 𝒅(𝑥𝑗 , 𝑥𝑘)     (𝐓𝐫𝐢𝐚𝐧𝐠𝐮𝐥𝐚𝐫 𝐢𝐧𝐞𝐪𝐮𝐚𝐥𝐢𝐭𝐲) 

After defining the distance function, brief overviews of similarity measure 

functions which are commonly used for clustering are shown in the 

following: 
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1. Minkowski Distance  

Minkowski Distance also known as the generalized distance metric, is a 

generalization of several other canonical distances and is also known as the 

Lp norm distance. We note in equation (2.3.1) below the metric has a free 

parameter p which must be defined: 

𝐷Minkowski(𝑥𝑖 , 𝑥𝑗) =  √∑|𝑥𝑖𝑘 − 𝑥𝑗𝑘|
𝑝

𝑛

𝑘=1

𝑝

                           (2.3.1) 

Note that if  p = 1 this yields the Manhattan distance, in case p = 2 we obtain 

the Euclidean distance and finally when p = ∞ we obtain the Chebychev 

distance. However, we can also pick different values for p [59]. 

2. Manhattan Distance  

The Manhattan distance, also called a city block distance or 𝑳𝟏 distance, is a 

second type of distance function that calculates the absolute differences 

between the two points 𝑥𝑖 and 𝑥𝑗 as shown in equation (2.3.2) given below [31]: 

𝐷Manhattan(𝑥𝑖 , 𝑥𝑗) = ∑|𝑥𝑖𝑘 − 𝑥𝑗𝑘|

𝑛

𝑘=1

                                    (2.3.2) 

Manhattan distance between two points is the sum of the absolute differences 

of their Cartesian coordinates as shown in equation (2.3.2), as illustrated in 

Fig.2.3.1 below: 
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Fig.2.3.1: The Manhattan distance between two points. 

𝑑 = |𝑥2 − 𝑥1| + |𝑦2 − 𝑦1|                                        (2.3.3) 

More formally, it is the sum of the lengths of the projections of the line 

segments between the points onto the coordinate axes of the coordinate 

system [59]. 

3. Euclidean Distance  

Euclidean distance is the most well-known and widely used distance 

function, it is considered as the standard metric for geometrical problems, 

and this metric is extensively used in clustering problems. It is simply the 

ordinary distance between two points, also used as the default distance 

measure in the FCM algorithm. The Euclidean distance is the root of square 

differences between the coordinates of a pair of objects as shown in equation 

(2.3.4) given below: 

𝐷𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛(𝑥𝑖 , 𝑥𝑗) = √(𝑥𝑖 − 𝑥𝑗)
2
= √∑(𝑥𝑖𝑘 − 𝑥𝑗𝑘)

2
𝑛

𝑘=1

             (2.3.4) 

(𝒙𝟐, 𝒚𝟐) 

(𝒙𝟏, 𝒚𝟏) 

 

𝒚𝟐 − 𝒚𝟏 

 

𝒙𝟐 − 𝒙𝟏 
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The Euclidean distance between two points (𝑥1, 𝑦1) and(𝑥2, 𝑦2) are in two 

dimensional spaces as shown in Fig.2.3.2 below where the Euclidean 

distance between them is given by equation (2.3.5) 

𝑑 = √(𝑥2 − 𝑥1)
2 + (𝑦2 − 𝑦1)

2                              (2.3.5) 

 

   

Fig.2.3.2: The Euclidian distance between two points (𝒙𝟏, 𝒚𝟏) & (𝒙𝟐, 𝒚𝟐) 

The Euclidean distance is also known as the 𝐿2 distance (or the squared 𝐿2 

norm) [59]. 

4. Chebyshev Distance 

Chebyshev distance, also called the maximum value distance, is the 

maximum absolute magnitude of the differences between the points in any 

single dimension as given in equation (2.3.6) [31]: 

𝐷Chebyshev(𝑥𝑖 , 𝑥𝑗) = max
𝑘
|𝑥𝑖𝑘 − 𝑥𝑗𝑘|                         (2.3.6) 

(𝒙𝟐, 𝒚𝟐) 

(𝒙𝟏, 𝒚𝟏) 

 

𝒙𝟐 − 𝒙𝟏 

 

𝒚𝟐 − 𝒚𝟏 

 

d 

(𝒙𝟐, 𝒚𝟏) 
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This distance measure is a special case of the 𝐿∞ norm. It may be appropriate 

if the difference between points is reflected more by differences in individual 

dimensions rather than all the dimensions considered together [59]. 

After defining some similarity measure functions which are commonly used 

for clustering, we want to introduce and discuss clustering types: 

There are two types of clustering: hard clustering and fuzzy clustering, in 

section 2.3.3 a detailed explanation of these two types is introduced. 

2.3.3 Types of Clustering Methods  

Clustering methods are performed by using two main approaches: crisp 

(hard) clustering and fuzzy (soft) clustering, each of which has its own 

special characteristics. Crisp (hard) clustering is to process the data to find 

the boundary between clusters [38].  As a consequence, with this approach 

the segmentation results are often very crisp, i.e., each pixel of the image 

belongs to exactly just one class. 

However, issues such as limited spatial resolution, overlapping intensities, poor 

contrast, noise and intensity in homogeneities variation make this hard (crisp) 

segmentation a difficult task. Fuzzy clustering is a good approach to solve this 

kind of problems where object can belong to more than one cluster [38]. 

2.3.3.1 Hard Clustering  

The objective of clustering is to partition the data set Z into c clusters 

(groups); where Z is typically a number of observations of some process 

consists of 𝒏 measured variables, grouped into an 𝑛-dimensional column 
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vector 𝑧𝑘 = [𝑧1𝑘, . . . , 𝑧𝑛𝑘]
𝑇  , 𝑧𝑘 ∈ ℝ

𝑛. An 𝑵 observations data set is denoted 

by 𝒁 =  {𝑧 𝑘 | 𝑘 =  1, 2, . . . , 𝑁} (see section 5.1.1.1), supposing that c is 

known based on prior knowledge.  

Using classical sets, a hard partition of Z can be defined as a family of subsets 

{𝐴𝑖| 1 ≤ 𝑖 ≤ 𝑐} ⊂ 𝑺, where 𝑺 is the universe set, with the following 

properties: 

⋃𝐴𝑖 = 𝒁,                                                     (2.3.7)

𝑐

𝑖=1

 

𝐴𝑖⋂𝐴𝑗 = ∅,   1 ≤ 𝑖 ≠ 𝑗 ≤ 𝑐,                       (2.3.8) 

∅ ⊂ 𝐴𝑖 ⊂ 𝒁, 1 ≤ 𝑖 ≤ 𝑐.                       (2.3.9) 

These conditions mean that the subsets 𝐴𝑖 contain all the data in Z, they must 

be disjoint and none of them is empty nor contains all the data in Z.  

Clusters are expressed in terms of membership functions like this:  

⋁𝜇𝐴𝑖 = 1 ,                                               (2.3.10)

𝑐

i=1

 

0 < 𝜇𝐴𝑖 < 1, 1 ≤ 𝑖 ≤ 𝑐.                    (2.3.11) 

Here ⋁ is the OR operation, ⋀ is the AND operation, and 𝜇𝐴𝑖 is the 

membership (characteristic) function of the subset 𝐴𝑖 and its value can be 

zero or one. To simplify the notations, to make things easier 𝜇𝑖 is used 

instead of 𝜇𝐴𝑖, partitions can be represented in a matrix notation. A partition 

can be conveniently represented by the partition matrix: [𝜇𝑖𝑘]𝒄×𝑵 . The 𝑖𝑡ℎ 

row of this matrix contains values of the membership function 𝜇𝑖 of the 𝑖𝑡ℎ 

subset 𝐴𝑖 of Z. 

The partition matrix represents a hard partition if and only if its elements 

satisfy the following conditions: 
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𝜇𝑖𝑘 ∈ {0,1}, 1 ≤ 𝑖 ≤ 𝑐, 1 ≤ 𝑘 ≤ 𝑁,                      (2.3.12) 

∑𝜇𝑖𝑘 = 1,

𝑐

𝑖=1

 1 ≤ 𝑘 ≤ 𝑁,                                         (2.3.13) 

0 < ∑𝜇𝑖𝑘 < 𝑁,

𝑁

𝑘=1

 1 ≤ 𝑖 ≤ 𝑐.                                  (2.3.14) 

Hence, the hard partition matrices of Z are called the hard partitioning space.  

Definition 7: Let 𝒁 = [𝑧1, 𝑧2, … , 𝑧𝑁] be a finite set and let 2 ≤ c < 𝑁 be an 

integer. The hard partitioning space for Z is the set [11]: 

𝑀ℎ𝑐 = {𝑼 ∈ ℝ
𝑐×𝑁|𝝁𝒊𝒌 ∈ {0,1}, ∀𝑖, 𝑘; ∑ 𝝁𝒊𝒌 = 1, ∀𝑘; 0 <

𝑐
𝑖=1 ∑ 𝝁𝒊𝒌 < 𝑁,∀𝑖 

𝑁
𝑘=1 }          (2.3.15)   

 2.3.3.2 Fuzzy Clustering (FC)  

The idea of fuzzy clustering (FC) comes from the fuzzy set theory, which 

produced the idea of partial membership of belonging described by a 

membership function [76]. 

FC algorithm has always been a hot area of research in academia because it 

is widely applicable in real life [64], for instance: FC as a soft segmentation 

method has been widely studied and successfully applied in image 

segmentation [79]. 

FC algorithms allow the objects to belong to several clusters, where every data 

object has a membership degree. These degrees are valued between 0 and 1, 

with a high degree value will be representing a high similarity between the 

object and the group [10], in other words the data item belongs by a degree of 

membership to each cluster of the predefined clusters, and the summation of all 

membership values for one of the data items is equal to one [30]. 
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Hence, larger membership values indicate higher confidence in the 

assignment of the object to the cluster or group. However, hard clustering 

can be obtained from a fuzzy partition by using a threshold of the 

membership value. The most well-known FCM algorithm is the fuzzy c-

means (FCM) algorithm [10]. 

But before discussing FCM clustering, we will explain FC from the 

mathematical point of view. 

Fuzzy partitioning can be seen as a generalization of hard clustering, allows 

μik attaining real values in [0,1]. The conditions of the fuzzy partitions 

matrix U are given by: 

𝜇𝑖𝑘 ∈ [0,1], 1 ≤ 𝑖 ≤ 𝑐, 1 ≤ 𝑘 ≤ 𝑁,                 (2.3.16) 

∑𝜇𝑖𝑘 = 1,

𝑐

𝑖=1

 1 ≤ 𝑘 ≤ 𝑁,                                   (2.3.17) 

 0 < ∑𝜇𝑖𝑘 < 𝑁,

𝑁

𝑘=1

 1 ≤ 𝑖 ≤ 𝑐.                            (2.3.18) 

Hence; 𝑖𝑡ℎ row of the fuzzy partition matrix 𝑼 = [𝜇𝑖𝑘]𝑐×𝑁 contains values 

of the 𝑖𝑡ℎ membership function of the fuzzy subset 𝐴𝑖 of Z. 

In equation (2.3.17) the sum of each column equals one, and thus the total 

membership of each 𝑧𝑘 in Z equals one.  

Definition 8: Let 𝒁 = [𝑧1, 𝑧2, … , 𝑧𝑁] be a finite set and let 2 ≤ 𝑐 < 𝑁, 

where 𝑐 be an integer. The fuzzy partitioning space for Z is the set: 

𝑀𝑓𝑐 = {𝑈 ∈ ℝ
𝑐×𝑁|𝜇𝑖𝑘 ∈ [0,1], ∀𝑖, 𝑘; ∑𝜇𝑖𝑘 = 1, ∀𝑘; 0 <

𝑐

𝑖=1

∑𝜇𝑖𝑘 < 𝑁,∀𝑖 

𝑁

𝑘=1

}   (2.3.19) 
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2.3.4 Segmentation Using FCM Clustering 

For medical images segmentation, FC is a suitable clustering type. In this 

section, description of the most well-known fuzzy clustering algorithm: The 

Fuzzy C-Means (FCM). The FCM algorithm is unsupervised clustering 

algorithms that is widely used in image processing and computer vision 

because it is easy to implement and has good clustering performance [73]; it 

divides the image into various cluster regions with similar pixels [30]. 

It is one of the most popular methods used in image segmentation as it has 

robust characteristics for ambiguity and can retain much more information 

than hard segmentation methods do [79]. 

Segmentation using FCM clustering is an overlapping clustering algorithm, 

where each point may belong to one or more cluster with different degrees 

of membership. The similarity is defined by the distance of the features 

vector to clusters centers. Euclidean distance might be implemented to 

measure this distance and each feature will be associated to an appropriate 

membership value [67].  

Most analytical fuzzy clustering algorithms are based on optimization of the 

basic C-means objective function, or some modification of it. Hence we start 

discussion with presenting the fuzzy C-mean functional. 

The FCM algorithm is based on the minimization of an objective function 

called c-means functional, it is defined by Dunn [11] as: 

𝑱(𝒁;𝑼, 𝑽) =∑∑(𝜇𝑖𝑘)
𝑚‖𝑧𝑘 − 𝑣𝑖‖𝐴                         

2          (2.3.20)

𝑁

𝑘=1

𝑐

𝑖=1
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where 

𝑼 = [𝜇𝑖𝑘] ∈ 𝑀𝑓𝑐                                                    (2.3.21) 

is a fuzzy partition matrix of Z, also:  

𝑽 = [𝑣1, 𝑣2, … , 𝑣𝑐], 𝑣𝑖 ∈ ℝ
𝑛                                    (2.3.22) 

is a vector of cluster (centers), which have to be determined: 

𝐷𝑖𝑘𝐴
2 = ‖𝑧𝑘 − 𝑣𝑖‖𝐴

2 = (𝑧𝑘 − 𝑣𝑖)
𝑇𝐴(𝑧𝑘 − 𝑣𝑖)              (2.3.23) 

is a squared inner-product distance norm. 

The matrix 𝐴 is the distance measure (2.3.23); a common choice is  

𝐴 =  𝐼.                                                       (2.3.24) 

Also, 

𝑚 ∈ [1,∞)                                                                           

is a parameter which determines the fuzziness of the resulting clusters. The 

value of the objective function (2.3.20) can be seen as a measure of the total 

variance of 𝑧𝑘 from 𝑣𝑖. 

2.3.4.1 Optimizing the Objective Function with Constraints 

The minimization of the c-means functional equation (2.3.20) represents a 

nonlinear optimization problem that cannot be minimized directly, so the 

alternating optimization will be used; which means optimize membership 

degrees (𝑼) for fixed cluster parameters (𝑽), then optimize cluster 

parameters (𝑽) for fixed membership degrees(𝑼); which called Lagrange 

multipliers, for more information see appendix A-3.  
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The stationary points of the objective function of equation (2.3.20) can be 

found by adjoining the constraint equation (2.3.17) to J by means of 

Lagrange multipliers 𝜆𝑘 ,  0 ≤ 𝑘 ≤ 𝑁, and obtain: 

𝐿(𝒁;𝑼, 𝑽, 𝜆) =∑∑(𝜇𝑖𝑘)
𝑚𝐷𝑖𝑘𝐴

2 +∑𝜆𝑘

𝑁

𝑘=1

[1 −∑ 𝜇
𝑖𝑘

𝑐

𝑖=1

] ,      (2.3.25)

𝑁

𝑘=1

𝑐

𝑖=1

 

and by setting the gradients of 𝐿 with respect to U, V and λ to zero; which 

means:  
𝜕

𝜕𝜇𝑖𝑘
𝐿(𝒁;𝑼, 𝑽, 𝜆) = 0 ,                              (2.3.26) 

and 

 
𝜕

𝜕𝑣𝑖
𝐿(𝒁;𝑼, 𝑽, 𝜆) = 0,                                 (2.3.27) 

First, finding the 𝜇𝑖𝑘 which minimizes the objective function J; a necessary 

condition for the minimum is that the partial derivatives of the Lagrange 

function with respect to the membership degrees should satisfy: 

𝜕

𝜕𝜇𝑖𝑘
𝐿(𝒁; 𝑼, 𝑽, 𝜆) =∑∑𝑚(𝜇𝑖𝑘)

𝑚−1𝐷𝑖𝑘𝐴
2 −∑𝜆𝑘

𝑁

𝑘=1

[∑1 

𝑐

𝑖=1

] = 0        (2.3.28)

𝑁

𝑘=1

𝑐

𝑖=1

 

Then solving the equation (3.3.28); where 

∑1 

𝑐

𝑖=1

= 𝑐 and ∑𝜆𝑘

𝑁

𝑘=1

𝑐 = 𝑁 𝜆𝑘 𝑐 

  then 

∑∑𝑚(𝜇𝑖𝑘)
𝑚−1𝐷𝑖𝑘𝐴

2 = 𝑁 𝜆𝑘 𝑐                          (2.3.29)

𝑁

𝑘=1

𝑐

𝑖=1

 

𝑚 𝑁 𝑐∑∑(𝜇𝑖𝑘)
𝑚−1 𝐷𝑖𝑘𝐴

2 = 𝑁 𝜆𝑘 𝑐                        (2.3.30)

𝑁

𝑘=1

𝑐

𝑖=1
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After solving (2.3.28); we obtain:  

∀𝑖; 1 ≤ 𝑖 ≤ 𝑐, ∀𝑘; 1 ≤ 𝑘 ≤ 𝑁:  𝜇𝑖𝑘 = (
𝜆𝑘

𝑚 𝐷𝑖𝑘𝐴
2 )

1

𝑚−1              (2.3.31)  

Now; substitute equation (2.3.31) over clusters constraints (2.3.17), it gives 

equation (2.3.32): 

∑𝜇𝑖𝑘 = 

𝑐

𝑖=1

∑(
𝜆𝑘

𝑚 𝐷𝑖𝑘𝐴
2 )

𝑐

𝑖=1

1

𝑚−1

= 1                   (2.3.32) 

Consequently, the 𝜆𝑘 where 1 ≤ 𝑘 ≤ 𝑁, are: 

𝜆𝑘 = (∑(𝑚 𝐷𝑖𝑘𝐴
2 )

1

1−𝑚

𝑐

𝑖=1

)

1−𝑚

                         (2.3.33) 

After finding the result of 𝜆𝑘 equation (2.3.33), substitute it into membership 

degrees equation (2.3.31); it can be shown that if 𝐷𝑖𝑘𝐴
2 > 0, ∀𝑖, 𝑘 and m >

1, then (𝑼, 𝑽) ∈ Mfc × ℝ
n×c may minimize equation (2.3.21) only if: 

𝜇𝑖𝑘 =
1

∑ (
𝐷𝑖𝑘𝐴

𝐷𝑗𝑘𝐴
)
2/(𝑚−1)

𝑐
𝑗=1

, 1 ≤ 𝑖 ≤ 𝑐, 1 ≤ 𝑘 ≤ 𝑁         (2.3.34) 

Now, take the partial derivative for the objective function with respect to 

cluster centers; which means 
∂

∂𝑣𝑖
L(𝒁;𝑼, 𝑽, 𝜆) = 0, but the 𝐷𝑖𝑘𝐴

2 =

‖𝑧𝑘 − 𝑣𝑖‖𝐴
2 = (𝑧𝑘 − 𝑣𝑖)

𝑇𝐴(𝑧𝑘 − 𝑣𝑖), then the resulting update rule for the 

cluster centers is shown in equation (2.3.35) :  

𝑣𝑖 =
∑ (𝜇𝑖𝑘)

𝑚𝑁
𝑘=1 𝑧𝑘
∑ (𝜇𝑖𝑘)

𝑚𝑁
𝑘=1

 ;   1 ≤ 𝑖 ≤ 𝑐                      (2.3.35) 

This solution in equations (2.3.34 and 2.3.35) also satisfies the remaining 

constraints equations (2.3.16 and 2.3.18). Equations (2.3.29 and 2.3.30) are 
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first-order necessary conditions for stationary points of the functional 

equation (2.3.20).  

We note that if 𝐷𝑖𝑠𝐴 = 0 for some 𝑧𝑘 and one or more cluster prototypes 𝑣𝑠,

𝑠 ∈ 𝑆 ⊂ {1,2,… , 𝑐}, in this case, the membership degree in (2.3.34) cannot 

be computed; then a singularity occurs in FCM.  

When singularity happens, zero membership is assigned to each 𝜇𝑖𝑘 [34]. 
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Chapter Three 

Localization and Detection of 
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Chapter Three 

Localization and Detection of Optic Disc and Blood Vessels  

3.1 Preview 

In this chapter the major parts of a fundus retinal image were defined such 

as the optic disc (OD), fovea and blood vessels. Identification of the regions 

of this kind of fundus images may help analysis for other diseases [15]. Also, 

methods and algorithms used automatically to detect optic disc and blood 

vessels are discussed. 

The aim of processing an image is dividing into three categories: 

enhancement, restoration and segmentation [46]. 

Adaptive local contrast enhancement and noise removal was applied [9]. 

Afterwards, we introduced various algorithms for OD extraction with 

combination of mathematical morphology.  

3.1.1 Converting Color Maps from RGB to HSI 

In digital world, input images can be an RGB (Red, Green, and Blue), see 

Fig.3.1.1. An RGB image can be described as 𝑀 ×  𝑁 ×  3 array 

representing colored pixels. The three channels translate each pixel to 24 bits 

of color information, 8 bits for each channel images, and the range of 

intensity value for each component from 0 to 255 [58].  

The first preprocessing step is transforming the original RGB image into HSI 

(Hue, Saturation and Intensity) image; the components are shown below in 

Fig.3.1.1. The HSI model is suitable for image enhancement; because we can 

separate the intensity component from the other components [7]. The 
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equations used to convert RGB to HSI are described here; Hue component 

is obtained using the equation (3.1.1) [15,49]: 

 

𝐻 = {
𝜃      , 𝐵 ≤ 𝐺

360 − 𝜃, 𝐵 > 𝐺
                                       (3.1.1) 

where 𝜃 is: 

𝜃 = cos−1 {

1

2
[(𝑅 − 𝐺) + (𝑅 − 𝐵)]

[(𝑅 − 𝐺)2 + (𝑅 − 𝐵)(𝐺 − 𝐵)]
1

2

}                        (3.1.2)  

The saturation component is obtained by equation (3.1.3): 

𝑆 = 1 −
3

(𝑅 + 𝐺 + 𝐵)
[𝑚𝑖𝑛 (𝑅, 𝐺, 𝐵)]                            (3.1.3) 

The intensity component is obtained by equation (3.1.4): 

𝐼 =
1

3
∗ (𝑅 + 𝐺 + 𝐵)                                           (3.1.4) 

 

 

Fig.3.1.1: RGB and HSI image formats: (a) RGB image, (b-d) Red, Green and Blue 

channels respectively, (e) The input image in HSI, (f-h) Hue, Saturation and Intensity 

channels respectively. 
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3.1.2 Local contrast enhancement  

A contrast limited adaptive histogram equalization (CLAHE) was applied 

for contrast enhancement, but also increases the noise, it is one of the main 

parts of the pre-processing stage, it is applied to distribute the values of pixels 

around the local mean [8], the CLAHE technique is used to enhance the 

separability between the OD and the background. It subdivides the image 

into non-overlapping rectangular regions, then applying their local 

equalization histogram [7].  

The adaptive local contrast enhancement transformation is obtained by 

equation (3.1.5) [36]. 

𝑔(𝑥, 𝑦) = 255 
[𝜓𝑊(𝑓) − 𝜓𝑊(𝑓𝑚𝑖𝑛)]

[𝜓𝑊(𝑓𝑚𝑎𝑥) − 𝜓𝑊(𝑓𝑚𝑖𝑛)]
                             (3.1.5) 

where 𝑊 is the image of size 𝑀 ×𝑀 pixels indexed by (𝑖, 𝑗), 1 ≤  𝑖 ≤

 𝑀, 1 ≤  𝑗 ≤  𝑀, 𝑓𝑚𝑖𝑛 and 𝑓𝑚𝑎𝑥 are the minimum and maximum intensities 

of the whole image respectively, and 𝜓𝑊 represents the sigmoidal function 

which is defined as shown in equation (3.1.6):  

𝜓𝑊 = [1 + exp(
〈𝑓〉𝑊 − 𝑓

𝜎𝑊
)]−1                                  (3.1.6) 

where 〈𝑓〉𝑊 and 𝜎𝑊 denote the mean and standard deviation of the intensity 

within 𝑊. The objective is to define a transformation point dependent on 

𝑊 such that the distribution is localized around the mean of the intensity and 

covers the entire intensity range [15]. 

The mean and standard deviation are defined in equations (3.1.7) and (3.1.8). 
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〈𝑓〉𝑊 =
1

𝑀2
∑ 𝑓(𝑘, 𝑙)

(𝑘,𝑙)∈𝑊(𝑖,𝑗)

                                    (3.1.7) 

𝜎𝑊 = √
1

𝑀2
∑ (𝑓(𝑘, 𝑙) − 〈𝑓〉𝑊)

2

(𝑘,𝑙)∈𝑊(𝑖,𝑗)

                              (3.1.8) 

For a small value of σ (low contrast), the contrast enhancement is large, on 

the other hand, little contrast enhancement will take place for an initially 

large σ (high contrast) [36]. 

3.1.3 Median, Gaussian and Label Filters 

A median filter is a nonlinear digital filtering technique applied on the 

image, used to remove noise from an image, it preserves edges while 

removing noise, and this is illustrated in Fig.3.1.2 

 
(a)                                                               (b) 

Fig.3.1.2: Median filter (a) Original image, (b) Image after applying a median filter [75]. 

Median filters replace the center pixel values with the median of the intensity 

value available in the local neighborhood. 

Gaussian filtering is used to remove noise and details that are not belonging 

to vessels by blurring images.  

Applying a Gaussian filtering operation to an image is accomplished in two 

steps: firstly, is removing bright details smaller than a threshold by applying 
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area opening, and secondly by applying a Gaussian filter for noise reduction 

(see Fig.3.1.3) [45], it is defined in equation (3.1.9):  

 

 

Fig3.1.3: Gaussian filter (a) Original image, (b) Image after apply Gaussian filtering. 

 

𝐺(𝑥, 𝑦) =
1

2𝜋𝜎2
e
−(

𝑥2+𝑦2

2𝜎2
)
                                     (3.1.9) 

where x is the distance from the origin in the horizontal axis, y is the distance 

from the origin in the vertical axis, and σ is the standard deviation of the 

Gaussian distribution, istandard deviation plays an important role in 

Gaussian function behavior, see Fig.3.1.4. We note that 68% of values are 

located within ±1𝜎, while 95% of the values are within ±2𝜎 of the mean, 

and 99.7% of the values are located within ±3𝜎. 

 

 

Fig.3.1.4: Distribution values of the Gaussian function [75]. 

https://en.wikipedia.org/wiki/Standard_deviation
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While applying a Gaussian filter in Matlab make sure the size of the filter to 

be at least 6 × σ, to cover all the maximum values of the function. 

Label filtering is used to remove isolated pixels by using the concept of 

labeling connected pixels. It tries to isolate the individual objects by using 

the eight connected neighborhood and label propagation [16]. The process 

of recognizing depends on the number of pixels for these components. 

3.1.4 Morphological Image Processing 

Mathematical Morphology (MM) is powerful tools for image processing and 

analysis, MM is mostly used to analyze the shape of the image [53], and 

remove imperfections from the image by accounting for the form and 

structure of the image [45]. The fundamental operations on MM are: dilation 

and erosion [20]. 

Before explaining MM types, we will clarify some important relevant 

concepts, for instance: pixel neighborhoods and structure element. 

Pixel neighborhood; which means each pixel P(i, j) of the image has a set 

of neighbor pixels called neighborhood. Two types of neighborhood are 

defined; 4-neighborhood and 8-neighborhood, which are illustrated in 

Fig.3.1.5: (a), (b). 
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𝒑𝒊−𝟏,𝒋−𝟏 𝒑𝒊−𝟏,𝒋 𝒑𝒊−𝟏,𝒋+𝟏 
  

𝒑𝒊−𝟏,𝒋 
 

𝒑𝒊,𝒋−𝟏 𝒑𝒊,𝒋 𝒑𝒊,𝒋+𝟏 
 

𝒑𝒊,𝒋−𝟏 𝒑𝒊,𝒋 𝒑𝒊,𝒋+𝟏 

𝒑𝒊+𝟏,𝒋−𝟏 𝒑𝒊+𝟏,𝒋 𝒑𝒊+𝟏,𝒋+𝟏 
  

𝒑𝒊+𝟏,𝒋 
 

                                          

                                         (a)                                                     (b) 

Fig.3.1.5: Pixels neighborhood of a pixel 𝐩𝐢,𝐣 (a) 8-connected, (b) 4- connecter [44]. 

A structuring element (SE) is a binary image (mask) that allows us to define 

arbitrary neighborhood structures, MM probe an image with SE, such that the 

SE is positioned at all possible locations and it is compared with the 

corresponding neighborhood pixels. The results are obtained: either the SE fits 

within the neighborhood, hits and miss the neighborhood, these results in 

Fig.3.1.6: 

 

 

 Fig.3.1.6: Probing an image with a SE, B: fits, C: hits and A: miss, where grey and 

white pixels have non-zero and zero values, respectively [44]. 

If for each of its pixels is set to one the corresponding image pixel is also one, 

the SE is said to fit the image, see Fig.3.1.6. And, if at least one of its pixels set 
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to one the corresponding image pixel is also one in this case a SE is said to hit 

(intersect) an image, for example the SE hits the image in C. The last case is 

miss the image, it happens when no pixels in the image is covered by any pixels 

in the SE, see Fig.3.1.6 in A. 

3.1.4.1 Mathematical Morphology (MM) Types  

Now, the dilation is an operation that grows or thickens objects in a binary 

image. The SE shape controls the extent of this thickening [20]. 

The dilation of an image 𝑓 by a structuring element 𝐵 produces a new binary 

image 𝑔 = 𝑓⨁𝐵 , as shown in equation (3.1.15), 𝐵 hits the image 𝑓, then 

𝑔(𝑥, 𝑦) = 1, and 0 otherwise, repeating for all pixel coordinates (𝑥, 𝑦), this 

is illustrated in Fig.3.1.7  

 

     
(a)                                                    (b) 

 Fig.3.1.7: Dilating an image: (a) Image, (b) Image dilation by a 3×3 SE [44]. 

To clarify the concept, we applied the dilation on binary retinal image, this 

is illustrated in Fig.3.1.8. 
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(a)                                                    (b) 

 Fig.3.1.8: Dilation of a retinal image (a) Input image, (b) Image 𝒈 after dilation. 

The second type is erosion, which shrinks or thins objects in a binary image. 

The manner and extent of shrinking is controlled by a SE [72]. The erosion 

of a binary image 𝑓 by a structuring element 𝐵 produces a new binary image 

𝑔 =  𝑓 ⊖ 𝐵, as shown in equation (3.1.14). 𝐵 fits the image 𝑓 with ones in 

all locations (𝑥, 𝑦) of a 𝐵's origin, repeating for all pixel coordinates, this is 

illustrated in Fig.3.1.9 and Fig.3.1.10:  
 

      
(a)                                                        (b) 

 Fig.3.1.9: Image Erosion: (a) Input 𝒇, (b) Output 𝒈 after erosion by a 3×3 SE [44]. 
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(a)                                                    (b) 

 Fig.3.1.10: Erosion of a retinal image (a) Original image, (b) After erosion. 

The opening operation is considered essentially as maintaining pixel values, 

while eliminating more intense image regions with sizes smaller than the SE 

size [53]. The opening of an image 𝑓 by a structuring element 𝐵 is an erosion 

followed by a dilation, to understand the operation see equation (3.1.12) and 

Fig.3.1.11: 

 

       
(a)                                                          (b) 

Fig.3.1.11: Image Opening: (a) Input image, (b) Image 𝒈 after opening by 3×3 SE [44]. 

The last operation is closing, it is considered to generate a smooth version of 

the original data, the SE are replaced by higher nearby intensities when the 

details are smaller than it, and this is shown in Fig.3.1.12.  
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The closing of an image 𝑓 by a SE 𝐵 is a dilation followed by an erosion, 

see equation (3.1.13) 

 

        
(a)                                                                 (b) 

Fig. 3.1.12: Image Closing: (a) Input image, (b) 𝒈 after closing by 3×3 SE [44]. 

Now, we will discuss one of the most important operations that extract small 

elements and details from image, this is Top-Hat Transforms. 

3.1.4.2 Top-Hat Transforms (TT) 

Top-hat transformation is the important operations for target detection, 

image segmentation, image enhancement, feature extraction, background 

equalization and so on [77]. In MM and digital image processing, TT is a 

process that extracts small elements and details from given images [45]. 

Two types of top-hat transform are existing: white top-hat transformation 

(WTH) and black top-hat transformation (BTH), these are defined as 

follows [77]: 

Let 𝑓(𝑥, 𝑦) and 𝐵(𝑖, 𝑗) represent the grayscale filtered image and SE, 

respectively. Then applying the WTH and BTH will be shown by: 
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𝑊𝑇𝐻(𝑓) = 𝑓 − 𝑓o 𝐵                                  (3.1.10) 

𝐵𝑇𝐻(𝑓) = 𝑓 • 𝐵 − 𝑓                                   (3.1.11) 

where, 

𝑓o 𝐵 = (𝑓 ⊖ 𝐵)⊕ 𝐵                                   (3.1.12) 

𝑓 • 𝐵 = (𝑓 ⊕ 𝐵)⊖ 𝐵                                   (3.1.13) 

𝑓 ⊖ 𝐵 = min
𝑖𝑗
(𝑓(𝑥 + 𝑖, 𝑦 + 𝑗))                       (3.1.14) 

𝑓 ⊕ 𝐵 = max
𝑖𝑗
(𝑓(𝑥 − 𝑖, 𝑦 − 𝑗))                      (3.1.15) 

where o, •, ⊖, and⊕ are opening, closing, erosion and dilation operations. 

WTH is defined as the difference between the input image and its opening 

by some SE, see equations (3.1.10) and (3.1.12), the BTH transform which 

is defined dually as the difference between the closing and the input image, 

see equations (3.1.11) and (3.1.13) [53, 77]. 

3.2 Localization and Detection of the OD  

In this section we will explain the procedures followed in this work to detect 

the OD. 

The OD is one of the major parts of the retinal image. It appears as a bright 

yellowish or white circular area; the OD was considered to be a region 

having large cluster of bright pixels [36]. Hence, determining the location of 

the OD is an important anatomical landmark in automated analysis of retinal 

diseases in color fundus photographs [65]. 
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Retinal images are often poorly and noisy illuminated because of unknown 

noise, camera motion, incorrect settings, in addition to eye particular 

structure, so we used a preprocessing to improve the image quality prior to 

the detection step.  

The overall procedures for OD detection are presented in Fig.3.2.1. In the 

block diagram, the first step is to convert RGB image into HSI; because the 

HSI model is suitable for image enhancement [7], then using the intensity 

channel (see Fig.3.2.2: (b)) to be used in other process. 

 

 

 

 

 

 

 

 

Fig.3.2.1. A block diagram outlining the proposed method for OD detection. 

 

     
(a)                                       (b)                                        (c) 

Fig.3.2.2: Intensity channel extraction: (a) RGB Retinal Image (b) HSI image, 

 (c) Intensity Channel of the HSI image. 

Input RGB retinal image 

Adaptive Histogram 

Equalization "CLAHE" 

Transform RGB to HSI  

 
Apply Median Filter to I band 

Adjusted Image 

 
Mathematical Morphology 

 

Label filter  

Image with extracted OD  
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Apply a median filter on the I channel (Fig.3.2.3: (b)) to reduce the noise and 

preserve edges. After that, a CLAHE was applied for contrast enhancement. 

This technique is used to improve the contrast of the image and enhance the 

separability between the OD and the background [8]. The result is appeared 

in Fig.3.2.3: (c), the dark and bright areas are clearer hence the image shows 

more detail [15]. 

     
(a)                                       (b)                                        (c) 

Fig.3.2.3: Influence of median filter and CLAHE (a) Intensity image, (b) Apply median 

filter, (c) Apply CLAHE. 

These steps are followed by morphological closing for the CLAHE image to 

remove and close blood vessels, consequently creating a fairly constant OD 

region. 

This stage, creates a flat, disc-shaped SE by Matlab command: strel ('disk', 

R), where R specifies a non-negative integer radius, after experimenting 

different values, a flat SE of 15 is used. The result of closing for the CLAHE 

images on the intensity band is shown in Fig.3.2.4 [36]. 
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(a)                                       (b)                                        (c) 

Fig.3.2.4: Locating OD (a) An adjusted image (b) Appling closing, (c) Thresholding  

We note that some areas are not properly representing the OD, see Fig.3.2.4: 

(c), so we need to discard these areas. To solve this problem, the label 

filtering can be used to remove isolated pixels by using the concept of 

connected pixels labeling. It tries to isolate the individual objects by using 

the eight-connected neighborhood and label propagation [16]. The process 

of recognizing the OD depends on the number of pixels for these 

components. After labeling the connected areas in the image, deleting all 

components having a number of pixels which is less than a certain value, for 

instance in this code we accommodated the number of pixels to be equal to 

700, so any area contains less than 700 pixels is removed. The result after 

applying label filtering is shown in Fig. 3.2.5, we note that small areas about 

the OD are deleted and hence the OD is detected a lone. 

 

 

Fig.3.2.5: OD detection after applying label filtering. 
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3.3 Blood Vessels Detection 

Changes in shape and size of retinal blood vessels may be an important 

indicator of the disorder of the eye, for example, in advanced stages of DR 

it is known that the retina has more blood vessels due to eye damages rather 

than normal one. This indication shows that the DR exists and reveals its 

degree [67]. 

Automatic segmentation of retinal vessels is an important step to identify and 

diagnose diseases early, such as DR, glaucoma and arteriosclerosis [53]. The 

main goal of this section is blood vessels detection in retinal images. The 

algorithm was developed based on fundus images obtained from 

DIARATDB1 database. The method presented here can be described by the 

functional block diagram described in Fig.3.3.1, the proposed algorithm and 

its details will be explained below. 

 

 

 

 

 

 

 

 

 
Fig.3.3.1: A block diagram showing blood vessel extraction methodology. 
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3.3.1 Preprocessing for vessels extraction 

In general, a fundus image is an RGB color image. In this section we will 

focus only on the green channel as the retinal image distribution is clearer 

and gives best contrast of blood vessels; darker blood vessels on a brighter 

background [53]. While the red channel contains too much noise. Finally, 

the blue channel is characterized by low contrast, so not feasible to use it 

[45], an example of the three channels is shown in Fig.3.3.2.  

 

    
(a)                            (b)                               (c)                              (d)  

Fig.3.3.2: RGB image format: (a) RGB image, (b-d) Red, Green and Blue channels 

respectively. 

Hence, using only the green channel in the processing, see Fig.3.3.3: (b). 

The first step towards automatic analysis of retinal images is image 

enhancement. The “CLAHE” technique is applied to the green channel for 

contrast enhancement [65], this makes the image have well contrast 

inversion as shown in Fig.3.3.3: (c). 

    

(a)                                       (b)                                        (c) 

Fig.3.3.3: Implementing CLAHE (a) RGB image, (b) Green channel, (c) The image 

after applying contrast-limited adaptive histogram equalization (CLAHE). 
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After that, the Gaussian filtering is applied to the CLAHE image, this step is 

done to remove noise and unnecessary details that are not belonging to 

vessels, this implementation can be seen in Fig.3.3.4. 

 

   
(a)                                                      (b)                                  

Fig.3.3.4: Gaussian filtering enhancement (a) The CLAHE image, (b) Implementing 

Gaussian filtering. 

And now, applying the top-hat transformation on the filtered image with a 

disc SE. In this work, a disc SE of radius 3 and 15 are used to fill all holes in 

blood vessels.  

The top-hat returns an image, as shown in Fig.3.3.5: (a), containing the parts 

that are smaller than the SE and are darker than their surroundings. It worth 

to say that, blood vessels appear as clear elongated objects while the 

background spreads to be black [45]. 

Now, to increase the contrast of the output image resulted from the top-hat 

transformation, perform an adjustment on it, this modification will give a 

new version of the image as shown in Fig.3.3.5: (b). To remove unnecessary 

details from Fig.3.3.5: (b), thresholding is applied on it, the resulted image 

is a binary one shown in Fig.3.3.5: (c). 
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(a)                                       (b)                                        (c) 

Fig.3.3.5: Thresholding vessels: (a) Top-hat transformation (b) Adjust intensity. 

(c) Thresholding. 

3.3.2 Morphological Techniques for Blood Vessels Extraction 

Mathematical morphology is mostly used to analyze the shape of the image 

[53], and to remove imperfections by accounting for the form and structure 

of the image [45]. 

In this part we used opening and opening-closing by reconstruction to clean 

up the image, but before these steps, a median filter is applied to reduce the 

noise; this is illustrated in Fig 3.3.6: (a). Reconstruction is a morphological 

transformation involving two images and a structuring element; one of them 

is marker and the other is the mask. 

The normal morphological opening is erosion followed by dilation. Erosion 

typically removes small objects, and the subsequent dilation tends to restore 

the shape of the objects that remain, as shown in Fig.3.3.6: (b), while opening 

by reconstruction restores the original shapes of the objects that remain after 

erosion [56]. 

The final step is to complement the output of the morphological 

reconstruction as shown in Fig.3.3.6: (c). We notice that the reconstruction 

based on opening and closing are more effective than standard opening and 
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closing for removing small blemishes without affecting the overall shapes of 

the objects [45, 72]. 

 

      
(a)                                       (b)                                        (c) 

Fig.3.3.6: (a) Image after applying median filter, (b) Opening, (c) Opening-closing by 

reconstruction. 

In Fig.3.3.6: (c) after applying Opening-closing by reconstruction, we note 

that some areas are not of blood vessels, in order to resolve this problem, the 

label filter is used. 

Label filtering is used to remove isolated pixels by using the concept of 

connected pixels labeling (refer to section 3.1). The process of recognizing 

blood vessels depends on the number of pixels for these components. After 

labeling the connected areas in the image, deletion of all components that 

have a number of pixels less than a certain value. In this code, any area 

containing less than 300 pixels was removed. The final result for blood 

vessels network after implementing the label filtering is shown in Fig.3.3.7. 
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Fig.3.3.7: Blood vessels network after implementing label filter. 

After applying the algorithm to extract the OD and blood vessels, the final 

result is superimposed on the original RGB image (see Fig.3.3.8). 

Consequently, the image is ready to be used to detect the exudates in side it 

by the FCM clustering procedures which will be discussed in chapter 4. 

 

 

Fig.3.3.8: Masking OD and Blood vessel network in a retinal image. 
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Chapter Four 

Methodology 

4.1 Overview  

Exudate is one of earliest indicators for diabetic retinopathy (DR). These can 

be identified as white or yellowish color random areas with varying shapes, 

sizes and locations. They appear near the leaking capillaries within the retina 

[28], examples are shown in Fig.4.1.1. 

 

         
 (a)                                                                (b) 

Fig.4.1.1: Retinal images with exudates (a) and (b) are two examples [28]. 

Our proposed method is used to automatically discriminate the exudates 

from normal background in retinal image, based on Fuzzy C-means (FCM) 

technique. After eliminating the OD and blood vessels network, a 

preprocessing of contrast enhancement is applied to enhance the quality of 

the input image. 

Afterwards, four features: Hue, entropy for intensity, standard deviation for 

intensity and Y-channel are extracted to provide FCM method with this input 
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data. Finally, an evaluation of the system performance is performed by 

comparing the detected results with the ground truth (GT) images that are 

drawn from expert ophthalmologists. Fig.4.1.2 shows a block diagram for 

exudates detection process. 

 

 

 

 

 

 

 

 

 

 

 

Fig.4.1.2: A block diagram for the implemented exudates detection method. 

In this chapter, the methodology behind this approach is discussed; which is 

divided into five parts: in this first section (4.1) an overview is given, the 

second section (4.2) illustrates steps involved in the preprocessing, the third 

section (4.3) discusses in details the different features employed for 

abnormality detection, the fourth section (4.4) explains the FCM clustering 

algorithm, and finally section (4.5) describes the system performance by 

using the accuracy measurement. 
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4.2 Preprocessing Overview  

Ten digital color retinal images five for training and another five for testing 

from DIARETDB1 (Standard Diabetic Retinopathy Database Calibration 

Level 1) dataset are obtained from digital fundus camera with varying 

imaging settings with a 50° field of view. The images were stored in a 

Portable Network Graphics (PNG) image format (.png) files. The resolution 

is 1152×1500 at 24 bit RGB color. 

The aim of the preprocessing step is to compensate, one of the main obstacles 

for identification of retinal exudates, that is the wide variability in the color 

of the fundus image from different patients, because the variations are 

strongly correlated to skin pigmentation and iris color [28,5], so we used ten 

images only from 89 images in dataset. 

Another problem appears in the exudates detection is exudates lesions which 

may appear dimmer in some regions of an image rather than the background 

color of other regions. So, the exudates can wrongly be classified as the 

background. 

In fact, image variation is divided into two type; one of them is intra image 

variability which appears within the same image because of differences in 

light diffusion, fundus thickness, variation in reflectivity, and the presence 

of abnormalities, the second type is inter image variability that appears 

between different images which happens as a result of retinal pigmentation, 

differences in cameras, acquisition angle and illumination [55]. 
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4.2.1 Detecting Expected Exudates 

To reduce retinal image variation problem, we applied some preprocessing 

steps; the block diagram in Fig.4.2.1 illustrates the preprocessing steps on 

retinal image to extract expected exudate areas. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4.2.1: A Block diagram for the preprocessing steps to find the expected exudates. 

In the first step, eliminate the OD and blood vessels network (Fig.4.2.2: (b)). 

The detection of the OD in fundus images is a very important task because 

of its similarity in brightness, color and contrast to the exudates [68], we note 

that the area around the OD has the same or nearly the same color and doesn't 

actually contain the exudates, we exclude these areas to reduce the area 

RGB retinal image 

Eliminate OD and 

vessels network 

Apply preprocessing 

steps to the green 

channel 

Extract green 

component of the image 

Image of the expected 

exudates 
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which is not exudate but having the same color and features. Then use the 

green channel from the modified RGB image (Fig.4.2.2: (c)), because it 

gives the best contrast between background and exudates (see Fig.4.2.2: (g)), 

note that exudates appear brighter than the background in the green channel, 

but in red and blue channels exudates look less clear. 

 

 
     

                             (a)                                                       (b) 
 

     
(c)                                       (d)                                        (e) 

 
                             (f)                                      (g)                                      (h) 

Fig.4.2.2: Illustrating the expected exudates in the pre-detection step (a) Input RGB; (b) 

Eliminating OD and blood vessels, (c) Red; (d) Green; (e) Blue; (g-h) Corresponding 

intensity distribution red, green and blue respectively. 
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4.2.2 Extracting Expected Exudate Areas 

In this part we propose a method to extract expected exudate areas from 

retinal images, these will be entered as input for FCM clustering. However, 

this reduction of data will reduce the time of processing. 

Suppose 𝐼𝐺 is the green channel in an RGB image. In the first stage square 

the pixels values in the green channel, then change it into double type and let 

us call it 𝐼𝑑 , after that applying the sobel edge filter on the 𝐼𝑑 image to detect 

the edges, call the result image as 𝐼𝑠 , the result contains the edge of OD, 

blood vessels and exudate regions (see Fig.4.2.3: (a-c)). 

The second stage in this process is taking the complement of the 𝐼𝑑 image, 

name it as 𝐼𝑐 , we note that the result contains only the OD and blood vessels, 

we need to eliminate the OD and blood vessels so applying the sobel edge 

filter on the 𝐼𝑐 image to detect the edges, the result (𝐼𝑠𝑐) contains only the 

edges of OD and blood vessels (Fig.4.2.3: (d-g) ). 

The object of this process is to detect the expected exudates by applying the 

dilation and complement for 𝐼𝑠𝑐, the result is called 𝐼𝑑𝑖 , after that take the 

AND between 𝐼𝑠 and 𝐼𝑑𝑖 , construct the result in 𝐼𝐴𝑁𝐷 which contains the 

expected exudates from retinal image as illustrated in Fig.4.2.3: (h). 

After that, close and dilation operations are performed on the output image 

(𝐼𝐴𝑁𝐷) to preserve the data (Fig.4.2.3: (i)). The process of extracting 

expected exudates is illustrated in Algorithm (4.1) and Fig.4.2.3: 
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ALGORITHM 4.1  

Input: Retinal image 𝐼𝑚,𝑛. 

Output: Retinal image contains the candidate exudate areas that can be 

considered as expected exudates.                                                                                                                                                                                                                                                                                                                                                 

Step (1): Extract Green channel image  𝐼𝐺. 

Step (2): The pixel’s values are squared in the green channel (𝐼𝑠𝑞), then 

change the resulted matrix to the type double (𝐼𝑑). 

Step (3): Apply the sobel edge filter on the (𝐼𝑑) image giving the image 

𝐼𝑠. 

Step (4): Take the complement of the (𝐼𝑑) image, name it as (𝐼𝑐). 

Step (5): Apply the sobel edge filter on the (𝐼𝑐) image, the result is 

called (𝐼𝑠𝑐). 

Step (6): Apply the dilation and complement on the (𝐼𝑠𝑐) image, then 

the result is (𝐼𝑑𝑖). 

Step (7): Take the “AND” between (𝐼𝑠) and (𝐼𝑑𝑖), name it as (𝐼𝐴𝑁𝐷). 

Step (8): Perform the close operation on the (𝐼𝐴𝑁𝐷) image, the result is 

(𝐼𝑐𝑙𝑜𝑠𝑒),then apply the dilation operations on the (𝐼𝑐𝑙𝑜𝑠𝑒) image, the 

result is (𝐼𝑜𝑢𝑡). 

After applying the mentioned preprocessing stages the output result 

contains the candidate exudate areas that can be considered as expected 

exudates (see Fig.4.2.4: (b)). 
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Fig.4.2.3: Preprocessing stages for expected exudates: (a) A green channel excluding 

OD
 and vessels, (b) Double type normalized image (𝐈𝐝), (c) Sobel edge image (𝐈𝐬), (d) 

C
omplement image (𝐈𝐜) of 𝐈𝐬, (e) Sobel edge image (𝐈𝐬𝐜), (f-g) Dilation complement 

image (𝐈𝐝𝐢) , (h) And operation image (𝐈𝐀𝐍𝐃), (i) Dilation image (𝐈𝐨𝐮𝐭) contains the 

expected exudates. 
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(a)                                                         (b) 

Fig.4.2.4: Expected exudates after preprocessing stages (a) Input retinal RGB image, 

(b) Expected exudates. 

We note in Fig.4.2.4: (b) that some areas are included in the extracted 

exudates around the OD which are not really exudates, and some of them 

around or even connected to exudates are not exudates. Therefore, to solve 

this problem we must use a method to detect the actual exudates exactly, in 

this work we are using FCM clustering method. 

The expected exudate output of the preprocessing process will be used in the 

next section to extract the features that will be implemented as an input for 

the FCM clustering. 

4.3 Features Extraction 

Features extraction is a process to convert the preprocessed image into a set 

of features that efficiently represent the interested parts of an image. Proper 

features in this case depend on the properties of exudates. Traditionally, 

exudates are defined by ophthalmologists, where exudates appear as bright 

yellow spots with variable shapes and size, but they have sharp and strong 
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edges. These different features and others are used as an input data for the 

FCM clustering algorithm. 

Many features were tested and finally four features are experimentally 

selected to be used in FCM, these are: hue, entropy and standard deviation 

for intensity and Y-channel. The reason for selecting these features and their 

details are explained in the following. 

Firstly, we will discuss all the features used and tested, then we clarify the 

reason for choosing those particular four features. 

4.3.1 Color Spaces Overview 

Color spaces are different types of color modes, used in image processing. 

The most important types of color space are RGB, XYZ, HSI, Lab and Luv 

which can be used as features for FCM clustering [78]. 

For further information and clarification, refer to appendix A-2.  

4.3.2 Variance, Standard Deviation and Entropy  

The variance (which we denote by 𝜎2) is a measure of how spread out a 

data set is; in other words, it is the average squared deviation of values from 

the mean [22].  

The variance of a set of values is defined as: 

σ2 =
1

N
∑(𝑥𝑖 − 𝜇)

2

N

𝑖=1

                                (4.3.1) 

where 𝑥𝑖 is the data value, N is the number data value, 𝜇 is the mean for the 

data, it is calculated by this formula:  
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𝜇 =
1

N
∑𝑥𝑖

N

i=1

                                          (4.3.2) 

and ∑ (𝑥𝑖 − 𝜇)
2N

i=1   means the summation of the squared of the difference 

between the mean and each data value [22]. 

In this thesis, the variance is calculated between pixels by partitioning the 

preprocessing image of size (𝑛 × 𝑛) to sub matrices of size (𝑚 ×𝑚), 

calculate the mean for these sub matrices using equation (4.3.2), then 

compute the variance by using equation (4.3.1), the result is a matrix of size 

(𝑛 × 𝑛) that contains the variance value for each pixel compared with the 

pixels around it, this is shown in Fig.4.3.1. 

 

   
                                (a)                                                                (b) 

Fig.4.3.1:  Image variance (a) Green original image, (b) Image variance. 

We note in calculating the image variance, the values of color are between 0 

and 255, which means between black and white colors, the white refers to 

the high variance, but the black pixels refer to zero variance which means 

the data in the sub-matrix are of the same color, and the values in between 

have low contrast between the calculated pixels. 

Another important feature is the standard deviation (σ), it is a useful measure 

of data spreading, commonly used as a statistical measure. It is useful when 
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comparing the spread of two separate data sets, so we used this feature in our 

work to compare between exudate and non-exudate pixels [7, 16, 22].  

Standard deviation is calculated by taking the square root of the variance of 

a sub matrix as shown in equation (4.3.3). 

σ = √
1

N
∑(𝑥𝑖 − 𝜇)

2

N

i=1

                                      (4.3.3) 

Standard deviation shows how much variation exists from the mean. A small 

value of standard deviation indicates that the pixel values tend to be very 

close to the mean, whereas high value of standard deviation indicates that 

the pixel values are spread out over a large range of values, which means 

pixels are different. 

We note in Fig.4.3.2: (a) that pixels with smaller standard deviation has a 

narrower spread of measurements around the mean. An item selected at 

random from a data set whose standard deviation is low having a better 

chance of being close to the mean than an item from a data set whose 

standard deviation is higher. 

The entropy is a statistic measurement of randomness that can be used to 

characterize the texture of the input image. The concept of entropy tries to 

describe how much randomness is there in an image. When the value of 

entropy is high the pixel is different from the pixels around it, and low 

entropy images according to very little contrast and large runs of pixels with 

the same intensity. An image that is perfectly flat will have zero entropy 

[69,1]. Entropy is defined as: 
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𝐻(𝑥) = − ∑ 𝑝𝑖 log2
𝑖∈𝑊(𝑥)

𝑝𝑖                               (4.3.4) 

where 𝑥 is a set of all pixels in a sub-window 𝑊(𝑥), 𝑝𝑖  is the histogram 

count in sub-window 𝑖. A window size of 3 × 3 pixels was used; the result 

is shown in Fig.4.3.2: (b): 

 

   
(a)                                                            (b) 

Fig.4.3.2: A comparison between standard deviation and entropy (a) Standard 

deviation, (b) Entropy of a green channel image 

4.4 Segmentation Using FCM Clustering 

After the features are extracted from the expected exudates image, these 

features are considered as the data (𝒁) which will be fitted as input for the 

FCM clustering algorithm. 

4.4.1 FCM clustering overview  

FCM is an overlapping clustering algorithm which can be used for 

segmentation. Each pixel may belong to one or more clusters with different 

degrees of membership. It assigns any unclassified pixel to the closest cluster 
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based on similarity measures; which means the distance of the features 

vector to the cluster centers (𝑽) (e.g., exudates and non-exudates).  

The Euclidean distance is used to measure the distance and data will be 

associated to an appropriate membership value [11, 30] 

The FCM clustering algorithm is briefly illustrated below (you can refer to 

chapter 2 for extra details): 

The input data is a matrix containing the features for the candidate exudates 

which are extracted (as explained in section 4.3),  

𝒁 = [𝑧1, 𝑧2, … , 𝑧𝑀], 𝑧𝑖 ∈ ℝ
𝑁                              (4.4.1) 

The objective function is given by: 

𝑱(𝒁;𝑼, 𝑽) =∑∑(𝜇𝑖𝑘)
2‖𝑧𝑘 − 𝑣𝑖‖

2  ,                        (4.4.2)

𝑐

𝑘=1

𝑀

𝑖=1

 

𝜇𝑖𝑘 = [∑(
‖𝑧𝑖 − 𝑣𝑘‖

‖𝑧𝑖 − 𝑣𝑗‖
)

2𝑐

𝑗=1

]

−1

,                                         (4.4.3) 

𝑣𝑘 =
∑ (𝜇𝑖𝑘)

2𝑀
𝑖=1 𝑧𝑖
∑ (𝜇𝑖𝑘)

2𝑀
𝑖=1

 ,                                                    (4.4.4) 

where 𝑀 is the number of features used as input for FCM to identify the 

exudates accurately (four in our case), 𝑁 is the number of pixels in an image 

that contains the candidate exudates, 𝑐 is the number of clusters (in our case, 

experimentally we tried two and three), 𝜇𝑖𝑘 is the degree of membership of 

𝑧𝑖 in the cluster 𝑘, 𝑧𝑖 is the 𝑖𝑡ℎ item of the 𝑑-dimensional measured data, 𝑣𝑗 

is the center of the cluster, and ‖∗‖ is any norm expressing the similarity 

between any measured feature and the center. 
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Fuzzy partitioning is carried out through an iterative optimization of the 

objective function by updating 𝜇𝑖𝑘 and 𝑣𝑘. The iteration stops when 

max
𝑖𝑘
{|𝜇𝑖𝑘

(𝑙+1) − 𝜇𝑖𝑘
(𝑙)|} < 𝜀                                 (4.4.5) 

where ε was set to 0.00001, and 𝑙 is the iteration number which is set to a 

maximum of 100 based on the default setting in matlab (in this 

implementation). 

4.4.2 Executing the FCM Clustering Algorithm 

The FCM algorithm is composed of the following steps, with the selected 

set of features as input data for the algorithm:  

Step 1: Initialize the fuzzy membership (partition) matrix 

𝑼 = [𝜇𝑖𝑘](𝑼
(0)) 

by generating random numbers in the range 0 to 1 subject to equation 

(4.4.6):  

∑∑𝜇𝑖𝑘 = 1                                               (4.4.6)

𝑐

𝑘=1

𝑀

𝑖=1

 

Step 2: where 𝑐 is the number of clusters and M is the number of features, 

at 𝑗-step compute the centers vectors 

𝑉(𝑗) = [𝑣𝑘]  

according to equation (4.4.4). 

Step 3: Update the fuzzy partition (membership) matrix 𝑼(𝑗) to obtain 

𝑼(𝑗+1) by the new computed 𝜇𝑖𝑘, refer to equation (4.4.3). 

Step 4: Compute the objective function ( 𝑱), refer to equation (4.4.2). If the 

difference between 𝑼(𝑗+1) and 𝑼(𝑗) is less than or equal (𝜀). In other words, 

the difference satisfies equation (4.4.5) then stop the iteration, otherwise 

return to step 2. 
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 In the end of process, the output from the FCM is defines cluster centers 

and membership grade for each pixel, a pixel will be assigned to the cluster 

corresponding to the highest membership grade. 

4.5 Evaluating the FCM Clustering  

Image segmentation can vary based on image quality and user experience. 

Hence several standard parameters are used to evaluate the segmentation 

performance. 

Performance is measured by comparing the automated detected results with 

hand-drawn ground truth (GT) provided by expert ophthalmologists for 

retinal images [7], see Fig.4.5.1, where retinal colored images with 

corresponding GT segmentations showing exudates. 
 

   
                   (a)                                                 (b) 

   
(c)                                               (d) 

Fig.4.5.1: RGB retinal image with GT segmentation of exudates: (a) & (c) RGB retinal 

images, (b) & (d) GT exudates respectively. 
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True positive (TP), false positive (FP), false negative (FN), true negative 

(TN), sensitivity, specificity, accuracy, positive predictive value (PPV) and 

positive likelihood ratio (PLR) are used to analyze the performance of the 

FCM clustering. Their definitions are given in the following: 

 TP: is the number of pixels detected as exudates in both GT and result 

image. 

 FP: is the number of pixels detected as exudates in result image, but it 

is non-exudates in GT image. 

 FN: is the number of non-exudate pixels detected in result image, but 

are identified as exudates in GT image. 

 TN: is the number of non-exudate pixels which are correctly identified 

as non-exudate pixels. 

In the next figure (Fig.4.5.2) confusion matrix shows the relation between 

GT versus output results. 

 

 

 

 

 

   

 

 

Fig.4.5.2: Confusion Matrix of Performance Evaluation. 
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To understand the results; some other parameters are used and computed, 

such as sensitivity, specificity, accuracy, PPV and PLR. And here are their 

definitions related to our work: 

 Sensitivity (or true positive rate): measures the potential of FCM 

clustering to positively detect the exudates, on other words, the ability to 

identify exudate pixels correctly, and is hence given by:  

Sensitivety =
TP

TP + FN
                                       (4.5.1) 

 Specificity (or true negative rate): measures the potential of FCM 

clustering to correctly detect the non-exudate pixels, or the ability to 

identify non-exudate pixels correctly, and is given by: 

Specificity =
TN

TN + FP
                                            (4.5.2) 

 Accuracy: measures the potential of FCM clustering to get accurate 

results while detecting exudates and non-exudates, it is given by:  

Accuracy =
TP + TN

TP + FP + FN + TN
                                (4.5.3) 

 Positive Predictive Value (PPV): is the ratio of exudates and non-exudate 

pixels which are positively detected, or is the probability to detect correct 

exudate pixels out of all detected exudate pixels by the method. 

Mathematically can be expressed as:  

PPV =
TP

TP + FP
                                                     (4.5.4) 

 Positive Likelihood Ratio (PLR): is defined as follows:  

PLR =
Sensitivety

1 − specificity
=
TP ∗ (TN + FP)

FP ∗ (TP + FN)
                         (4.5.5) 
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We note in (4.5.1), (4.5.4) and (4.5.5) the high value of TP value will increase 

the PPV, PLR and sensitivity values; this means the high value of TP 

indicates the correct identify for exudates will happen, then the PPV and PLR 

values are indicators of an another performance of the exudates detection 

system [28,7,8,37]. 
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Chapter Five 

Results and Discussion 
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Chapter Five 

Results and Discussion 

In this research, we have used five images for training and another five for 

testing to evaluate the performance of the proposed method; we used 

DIARETDB1 dataset [19]. The used images are a subset of the DIARETDB1 

Project’s dataset which consists of 89 color fundus images, because of the 

wide variability in the color of the fundus images for different patients, and 

these images contain normal and abnormal with symptoms of retinopathy, 

we managed to choose only ten abnormal images out of them. The images 

have a size of 1500 × 1152 pixels stored in PNG format. 

The proposed algorithm is implemented using MATLAB version R2017a 

and run on a Laptop with 4GB Ram and 2.2GHz Intel Core i3.  

The method includes: extracting both the OD and blood vessels by using 

preprocessing, after that another preprocessing process is applied to define 

expected exudates as a first stage, and then FCM based segmentation is 

implemented as a second stage to refine the exudates identification. Finally, 

a testing of the algorithm on the dataset has been performed. 

5.1 Experimental Results  

In chapters three and four, we discussed and explained the preprocessing 

steps; the features extracted used as input for the proposed algorithm (FCM 

clustering) and finally how to evaluate the method.  
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In this section we review the performance results to evaluate the system by 

comparing the GT images with the clustering results using equations 4.5.1, 

4.5.2, 4.5.3 and 4.5.4 in chapter four. 

Many features are extracted for each image as shown in section (4.3) to be 

used as input for FCM clustering algorithm, but not all features are useful. 

So we used evaluation system to determine which are the best features to be 

used. However, we firstly evaluated the system by using each feature 

separately, then using two features together, after that, three features together 

and so on. 

The suggested features are about one hundred, hence the number of 

combination possibilities are (𝑛
𝑚
), where n is the overall number of features 

and m is the number of input features, so the total number of possibilities is 

huge, it is not helpful to display all results. Practically; we note that using 

four features gave the best sensitivity results compared to using two or three 

features. 

Hence, we display only the results for each feature separately and the four 

features that are experimentally selected and these are shown in Tables 5.1.1 

and 5.2.1. 
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Table 5.1.1.The sensitivity of exudates detection for the suggested 

features using FCM on the training images. 

 
Image 

1 

Image 

2 

Image 

3 

Image 

4 

Image 

5 

Mean of 

Sensitivity 

Red channel (R) 52.97 54.18 48.47 69.89 79.83 61.07 

Green channel (G) 53.76 58.22 59.87 80.81 63.26 63.18 

Blue channel (B) 58.26 47.43 40.32 49.73 62.06 51.56 

X-channel 58.61 45.52 56.82 78.70 60.70 60.07 

Y-channel 59.31 44.80 62.88 80.41 50.25 59.53 

Z-channel 55.97 58.64 49.08 57.77 55.86 55.46 

H-channel 55.34 59.53 69.58 71.33 96.00 70.36 

Intensity channel 58.50 47.57 58.58 77.20 98.05 67.98 

L-channel 63.24 53.62 63.48 81.63 50.85 62.56 

a-channel 66.82 74.93 72.87 84.22 97.90 79.35 

b-channel 69.39 47.24 41.51 68.62 82.68 61.89 

l-channel 58.61 47.43 56.82 78.70 60.71 60.45 

u-channel 59.31 45.52 62.88 80.41 50.25 59.67 

v-channel 55.97 58.64 49.08 57.77 55.86 55.46 

Contrast G channel 64.89 58.51 64.75 80.01 56.96 65.02 

Variance for G channel 85.48 84.18 75.62 82.40 97.81 85.10 

Standard deviation for G 

channel 
94.51 87.36 75.93 86.24 97.60 88.33 

Variance without border for G 

channel 
86.83 86.09 78.62 86.56 93.89 86.40 

Standard deviation without 

border for G channel 
95.78 89.76 78.94 90.22 97.95 90.53 

Entropy G channel 94.51 87.36 75.89 86.24 97.60 88.32 

Contrast Red channel 67.93 66.24 48.30 69.36 78.88 66.14 

Variance for Red channel 92.72 87.36 75.89 86.24 97.25 87.89 

Standard deviation for Red 

channel 
94.51 87.36 75.94 86.24 97.61 88.33 

Entropy for Red channel 94.51 87.36 75.89 86.24 97.60 88.32 

Contrast Blue channel 67.61 60.71 44.87 46.79 51.95 54.39 
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Variance for Blue channel 80.10 80.71 49.51 73.67 88.19 74.44 

Standard deviation for Blue 

channel 
54.42 58.10 60.76 53.58 78.28 61.03 

Entropy for Blue channel 81.89 77.71 41.53 55.87 86.04 68.61 

Contrast X- channel 71.68 60.90 59.10 75.31 62.56 65.91 

Variance for X-channel 91.86 87.36 75.88 86.21 97.15 87.69 

Standard deviation for X-

channel 
94.51 87.36 75.91 86.24 97.65 88.33 

Entropy for X- channel 94.51 87.36 75.89 86.24 97.60 88.32 

Contrast Y- channel 68.67 58.23 61.90 78.32 53.75 64.17 

Variance for Y-channel 88.55 86.42 75.82 85.24 95.15 86.24 

Standard deviation for Y-

channel 
94.48 87.36 75.91 86.24 97.60 88.32 

Entropy for Y-channel 94.51 87.36 75.89 86.24 97.60 88.32 

Contrast Z- channel 67.95 55.46 52.32 66.97 51.15 58.77 

Variance for Z-channel 89.98 87.48 70.82 86.19 97.30 86.35 

Standard deviation for Z-channel 72.81 87.21 56.82 80.44 90.34 77.52 

Entropy for Z-channel 94.51 87.36 75.89 86.24 97.60 88.32 

Contrast H-channel 96.01 90.31 91.06 91.07 98.05 93.30 

Variance for H-channel 91.56 87.26 76.40 86.31 97.95 87.90 

Standard deviation for H-

channel 
94.39 87.26 76.42 86.34 97.80 88.44 

Contrast S- channel 96.01 90.31 80.35 91.07 98.05 91.16 

Variance for S-channel 78.14 23.20 53.44 76.28 88.89 63.99 

Standard deviation for S-channel 58.91 44.11 51.41 57.04 72.52 56.80 

Contrast Intensity channel 96.01 90.31 80.35 91.07 98.05 91.16 

Variance for Intensity channel 91.62 87.36 75.88 86.21 97.10 87.63 

Standard deviation for I channel 94.51 87.36 75.91 86.24 97.61 88.33 

Variance without border for I 

channel 
92.49 89.81 78.40 89.92 97.61 89.65 

Standard deviation without 

border for I channel 
95.72 89.69 78.67 89.82 97.95 90.37 

Entropy for Intensity channel 94.51 87.36 75.89 86.24 97.61 88.32 

Contrast L- channel 96.01 90.31 80.35 91.07 97.60 91.07 
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Variance for L-channel 94.51 87.36 75.89 86.24 97.60 88.32 

Standard deviation for L-channel 94.51 87.36 75.89 86.24 97.60 88.32 

Entropy for L- channel 94.51 87.36 75.88 86.24 97.60 88.32 

Contrast a- channel 72.26 47.28 80.35 88.70 97.35 77.19 

Variance for a-channel 95.22 89.93 79.32 90.29 97.80 90.51 

Standard deviation for a-channel 94.81 88.91 77.33 88.55 97.65 89.45 

Entropy for a- channel 77.91 68.54 75.89 78.00 95.60 79.19 

Contrast b- channel 96.01 90.31 80.35 91.07 98.05 91.16 

Variance for b-channel 94.51 87.36 75.89 86.24 97.60 88.32 

Standard deviation for b-channel 94.51 87.36 75.95 86.24 97.60 88.33 

Entropy for b- channel 94.51 87.36 75.89 86.24 97.60 88.32 

Contrast l- channel 71.68 60.90 59.10 75.31 62.56 65.91 

Variance for l-channel 91.86 87.36 75.88 86.21 97.15 87.69 

Standard deviation for l-channel 94.51 87.36 75.91 86.24 97.65 88.33 

Entropy for l- channel 94.51 87.36 75.89 86.24 97.60 88.32 

Contrast u- channel 68.67 58.23 61.90 78.32 53.75 64.17 

Variance for u-channel 88.55 86.42 75.82 85.24 95.15 86.24 

Standard deviation for u-channel 94.47 87.36 75.91 86.24 97.60 88.32 

Entropy for u- channel 94.51 87.36 75.89 86.24 97.60 88.32 

Contrast v- channel 67.95 55.46 52.32 66.97 51.15 58.77 

Variance for v-channel 89.14 87.48 70.82 86.19 96.80 86.09 

Standard deviation for v-channel 72.84 87.21 56.82 80.44 89.64 77.39 

Entropy for v- channel 94.51 87.36 75.89 86.24 97.60 88.32 

5.1.1 Input features for FCM 

The four features used for FCM clustering are: Hue channel, entropy for 

intensity channel, standard deviation for intensity and Y-channel, these are 
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experimentally selected. The reason for selecting these features is explained 

in this section.  

The first input feature to FCM is Hue, which is extracted from HSI color 

space; it gives chrominance or color information, which showed good results 

by itself. 

Entropy of intensity band, it is the second input for FCM clustering, where 

the intensity band is extracted from HSI space. The concept of entropy 

describes how much randomness there is in an image, it is used because it 

gives contrast from one pixel to the next, which means when the value of 

entropy is high this represents pixels are different from a rounding ones, on 

the other hand, if the value of entropy is low then pixels nearby are randomly 

distributed around it. 

While third and fourth inputs are the standard deviation of intensity and Y-

channel, standard deviation shows how much variation exists from the mean. 

On other words, distribution measurement of pixel values would 

differentiate exudate from non-exudate areas. 

The features are shown in Fig.5.1.1: (b), (c), (d), (e) below: 
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(a) 

 

    
(b) (c) 

 

    
(d)                                                         (e) 

Fig.5.1.1: Hue, entropy and standard deviation of intensity, standard deviation of Y- 

channel of an RGB image: (a) Input retinal RGB image, (b) Hue component, (c) 

Entropy of intensity channel, (d) Standard deviation of intensity, (e) Standard deviation 

of Y- channel. 

5.1.1.1 Data Set  

A data set is typically a number of observations of some process. Each 

observation consists of 𝒏 measured variables, grouped into an 𝒏-dimensional 
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column vector 𝑧𝑘 = [𝑧1𝑘, . . . , 𝑧𝑛𝑘]
𝑇  , 𝑧𝑘 ∈ ℝ

𝑛. An 𝑵 observations data set is 

denoted by 𝒁 =  {𝑧 𝑘 | 𝑘 =  1, 2, . . . , 𝑁}, it is represented as an 𝑛 ×  𝑁 

matrix: 

𝒁 = [

𝑧11 𝑧12… 𝑧1𝑁
𝑧21 𝑧22… 𝑧2𝑁
⋮ ⋮ ⋮
𝑧𝑛1 𝑧𝑛2… 𝑧𝑛𝑁

] 

Z is called the pattern or data matrix, the rows are called patterns or objects, 

and the columns are called the features or attributes [11]. The meaning of the 

columns and rows of Z depends on the context, for example when clustering 

is applied to the identification of retinal image, the columns of Z may contain 

image features, and the rows are variables observed in the system. 

5.1.2 FCM Clustering Results 

After features selection, we applied the FCM clustering algorithm to images 

for detecting exudates, this technique can be used to identify how much 

exudates are present in the retinal fundus image, and results are shown in 

Fig.5.1.2 and Table 5.2.1.  
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(a)                                                                  (b) 

    
(c)                                                                 (d) 

    
(e)                                                                 (f) 

    
(g)                                                              (h) 

Fig.5.1.2: FCM clustering results with n=2: (a) Expected exudate areas for RGB retinal 

image, (b) GT, (c) cluster 1 (d) cluster 2, (e) extracted exudates compared with GT, 

where blue color refer to the extracted exudates and white refer to the GT, (f) FCM 

clustering results superimposed on original retinal image, (g) extracted exudates after 

morphological processing, (h) FCM clustering results superimposed on original retinal 

image after applied mathematical morphology. 



107 

 

 

In Fig.5.1.2 two candidate clusters were used for exudates detection; which 

means that the number of clusters equals 2. The first cluster (Fig.5.1.2: (c)) 

contains non exudate areas, but the second cluster contains most of the 

exudate areas (Fig.5.1.2: (d)), where the true positive value is high in second 

cluster and the false negative value is low compared with the first cluster.  

We note the false positive value would also be very high due to misclassified 

non-exudate pixels. 

From the experimental results, we notice that the FCM clustering technique 

gives a high true positive value, in addition to false positive values as pixels 

are located around the OD, this is shown in Fig.5.1.2: (f).  

To overcome this difficulty; we used mathematical morphology process to 

reduce the false positive pixels, after this implementation results are shown 

in Fig.5.1.2: (h).  

 5.2 System Evaluation  

To evaluate the performance of our technique, we compare the results of the 

extracted exudates with ophthalmologist’s hand-drawn GT images 

(Fig.5.1.2: (b)), the result is shown in Fig.5.1.2: (e). This approach aims to 

measure the correctness of the algorithm at the pixel level by using equations 

4.5.1, 4.5.2, 4.5.3 and 4.5.4 in chapter four. 

Using the FCM clustering algorithm with 𝑛 = 2 on training and testing 

images, the maximum value of sensitivity, specificity and accuracy are 

97.60%, 99.87% and 99.86% respectively. Detailed results of performance 

measurement are presented in Tables 5.2.1 and 5.2.2. 



108 

 

 

In exudates detection the sensitivity (true positive rate) is the most important 

parameter as it measures the potential of FCM to do correct clustering which 

is positively detecting the exudates. We note in equation (4.5.1); if TP is 

increasing the sensitivity will increase, and if FN is decreasing the sensitivity 

will increase and gives the best result, so the FN value must be decreased to 

improve the sensitivity. 

We note if TP is high and FP is low the PPV will be high, but in our work 

the FP is high so the value of PPV is low. To increase the PPV value we used 

morphological process.  

Another important parameter which measures the potential of FCM 

clustering to get accurate results, while detecting exudates and non-exudates 

is accuracy which is increased when TP increases. However, the PPV and 

PLR values are low. Using FCM clustering followed by morphological 

process, we have higher accuracy with a lower false positive value.  

In Fig.5.1.2: (h); when applying the morphological process after FCM 

clustering, we have higher accuracy and PPV with a lower FP value, as well 

as we have lower sensitivity with lower TP value, the results are shown in 

Tables 5.2.3 and 5.2.4. 
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Table 5.2.1. Exudates detection results using FCM on training images, 

for n=2 
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Image 1 12244 25973 714 1689069 94.49 98.49 32.04 62.576 98.46 

Image 2 1950 25927 48 1700075 97.60 98.50 6.99 65.067 98.49 

Image 3 1826 3116 260 1722798 87.54 99.82 36.95 486.333 99.80 

Image4 845 2204 199 1724752 80.94 99.87 27.71 622.615 99.86 

Image 5 3930 12597 843 1710630 82.34 99.27 23.78 112.795 99.22 

Table 5.2.2. Exudates detection results using FCM on testing images, for 

n=2. 
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Image 1 19095 26752 2763 167939 87.36 98.43 41.65 55.643 98.29 

Image 2 3465 21551 553 1702431 86.23 98.75 13.89 68.984 98. 72 

Image 3 11166 63772 3547 1649515 75.89 96.27 14.90 20.346 96.10 

Image4 3411 7790 351 1716448 90.67 99.55 30.45 201.489 99.53 

Image 5 452 15434 43 1712071 91.31 99.11 2.84 102.595 99.10 
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Table 5.2.3. Exudates detection results using FCM, for n=2 after 

applying morphological processing on training images. 
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Image 1 11152 7917 1806 1707125 86.06 99.54 58.48 187.087 99.44 

Image 2 1827 5261 171 1720741 91.44 99.70 25.78 304.8 99.68 

Image 3 1713 934 373 1724980 82.12 99.95 64.71 1642.4 99.92 

Image4 783 1597 261 1725359 75.00 99.90 32.89 750 99.89 

Image 5 3345 5127 1428 1718100 70.08 99.70 39.48 233.6 99.62 

 

Table 5.2.4. Exudates detection results using FCM, for n=2 after 

applying morphological processing on testing images. 
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Image 1 16908 10484 4950 1695658 77.35 99.39 61.73 126.803 99.11 

Image 2 2875 5766 1143 1718216 71.55 99.67 33.27 216.818 99.60 

Image 3 8694 18449 6019 1694838 59.09 98.92 32.03 54.713 98.58 

Image4 3031 3223 731 1721015 80.57 99.81 48.47 424.053 99.77 

Image 5 364 1478 131 1726027 73.54 99.91 19.76 817.111 99.91 
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 5.3 Tuning the Parameters  

In this thesis; many important parameters are used; these parameters are 

directly affecting the exudates detection, so we have to understand how they 

affect the results therefore tune these parameters to get the best performance. 

These parameters are: number of clusters (n), windows size of standard 

deviation, windows size of entropy and the size of the area around the OD 

(the size of the structure elements used for the dilation operation on OD). 

5.3.1 Number of Clusters (n)  

First, we used 𝑛 = 2 to have two clusters; exudates and non-exudates, then 

we changed the number of clusters into 3; in this case the data is divided into 

three groups; exudates, non-exudates and else, we note that most of the 

classified exudate regions are true exudate pixels, giving a smaller TP value; 

however, it also reduces the FP value because misclassification of non-

exudate pixels is also lower. 

We noticed that the TP value will be reduced for 𝑛 = 3 clusters; 

consequently reducing the sensitivity values from 94.49% to 80.42%, so we 

fix the number of clusters to 2, we introduce a comparison where 𝑛 = 2 and 

𝑛 = 3 in Fig.5.3.1: (c).  
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                                     (a)                                                        (b) 

    
                                        (c)                                                  (d) 

Fig.5.3.1: Exudates for 2 and 3 clusters: (a) Results of FCM with 𝒏 = 𝟐 for a retinal 

image, (b) Extracted exudates for 𝒏 = 𝟐 compared with GT, (c) Results of FCM with 

𝒏 = 𝟑 for retinal image, (d) Extracted exudates for 𝒏 = 𝟑 compared with GT. 

5.3.2 Windows size of standard deviation 

To get the best result of detection we optimized the size of standard deviation 

window, the following sizes were used 3*3, 7*7, 11*11, 15*15 and 17*17, 

results are shown in Fig.5.3.1. An experimental result of FCM clustering 

with 3*3 window for standard deviation gives the highest TP and FP values. 

We notice that when the window size of standard deviation increases, the 

small exudate areas are not detected, so this reduces the sensitivity of the 

system (see Table 5.3.1) consequently reduces the efficiency of exudates 

detection. Hence, we used standard deviation with 3*3 window size. 
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(a)                                                  (b) 

        

                                        (c)                                                            (d) 

        
(e)                                                        (f) 

                            
                            (g)                                                             (h) 

                            
(i)                                                          (j) 

Fig.5.3.2: The result of FCM with variant window size of standard deviation: 

colored extracted exudates with window size: (a) 3*3, (c) 7*7, (e) 11*11, (g) 15*15 (i) 

17*17,  extracted exudates compared with GT for window size (b) 3*3, (d) 7*7, (f) 

11*11, (h) 15*15, (j) 17*17. 
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Table 5.3.1. The results of FCM exudates detection for training image 1 

of standard deviation with different window size. 
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 (%
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 (%
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  (%

) 

P
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A
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ra
cy

 (%
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3*3 12244 25973 714 1689069 94.49 98.49 32.038 62.576 98.46 

7*7 12159 24258 799 1690784 93.83 98.59 33.39 66.546 98.55 

11*11 11515 12266 1443 1702776 88.86 99.28 48.42 123.417 99.21 

15*15 9981 2977 4711 1710331 77.03 99.73 77.03 285.296 99.56 

17*17 9201 2954 3757 1712088 71.01 99.83 75.70 417.706 99.61 

5.3.3 Size of Entropy Window 

Another important parameter (feature) can be optimized to improve the 

performance of the system is the size of entropy window. We changed the 

size between 3*3 and 17*17, it is noticed that increasing the size of the 

window effects on small exudate areas which are not detect, so TP values 

will be decreased, this effects on sensitivity value. Also FP value will be 

decreased which mean the misclassification data will be decreased; the 

results are shown in Table 5.3.2 and Fig.5.3.3. 

   
                                          (a)                                                           (b) 
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       (c)                                                        (d) 

   
    (e)                                                      (f) 

   
    (g)                                                      (h) 

        
(i)                                                         (j) 

Fig.5.3.3: Resulting extracted exudates for a retinal image using FCM with different 

size for entropy window: colored extracted exudates with window size: (a) 3*3, (c) 7*7, 

(e) 11*11, (g) 15*15, (i) 17*17,  Extracted exudates compared with GT for: (b) 3*3, (d) 

7*7, (f) 11*11, (h) 15*15, (j) 17*17. 
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Table 5.3.2. Extracting exudates using FCM for training image 1 with 

different size for entropy windows 
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(%
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A
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(%
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3*3 12244 25973 714 1689069 94.49 98.49 32.04 62.576 98.46 

7*7 11827 15770 1131 1699272 91.27 99.08 42.86 99.207 99.02 

11*11 11205 8679 1753 1706363 86.47 99.49 56.35 169.549 99.40 

15*15 10118 5117 2840 1709925 78.08 99.70 66.41 260.266 99.54 

17*17 9515 4256 3443 1710786 73.43 99.75 69.09 293.720 99.55 

5.3.4 The area size around OD  

The area around the OD has in general similar color as OD and exudates; 

this area doesn't contain the exudates, but effect on exudates detection, so we 

have to extract this area and eliminate it to reduce artifacts. 

In this part we eliminate this area by dilating the OD with a SE between 0 

and 45; samples of the results are shown in Fig.5.3.4. 

When the SE size increases the FP value will be reduced, as a result the 

artifacts will be reduced.  This will be reflected of the efficiency of the 

system by getting better and more accurate detection. Though the TP and 

sensitivity values do not change (see Table 5.3.3). 

   
                                        (a)                                                              (b) 
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                                         (c)                                                            (d) 

           
                                         (e)                                                           (f) 

           
                                      (g)                                                               (h) 

           
                                       (i)                                                                  (j) 

Fig.5.3.4: Dilating the OD with different SE:  colored extracted exudates with different 

size: (a) SE=0, (c) SE=10, (e) SE=25, (g) SE=35, (i) SE=45.  Extracted exudates 

compared with GT for: (b) SE=0, (d) SE=10, (f) SE=25, (h) SE=35, (j) SE=45. 
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Table 5.3.3. The results of FCM exudates detection for training image 1 

for different size of area around the OD. 
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 (%
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0 12260 26168 698 1688874 94.61 98.47 31.90 64.359 98.45 

10 12275 26568 683 1688474 94.73 98.45 31.60 63.516 98.42 

25 12244 25973 714 1689069 94.49 98. 49 32.04 65.225 98.46 

35 12240 25336 718 1689706 94.45 98.52 32.57 66.568 98.49 

45 12204 25709 754 1689333 94.18 98.50 32.19 65.667 98.47 
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5.4  Conclusions 

DR disease is the main cause of blindness, so the early detection of the 

disease can potentially reduce the risk of blindness. Current methods of 

detection of DR are expensive, manual, time consuming, and require trained 

ophthalmologists.  

In this research, we proposed a method to detect exudate areas automatically, 

the development of exudates detection will help the doctors in screening 

process of DR to detect symptoms faster. 

The method is based on the FCM clustering algorithm, OD and blood vessels 

are removed to prevent misclassification and facilitate exudate detection. 

Four features are used as input data for FCM: hue, standard deviation for 

intensity, standard deviation for Y and entropy. 

Experimental results showed that when the FCM clustering technique is 

applied combined with morphological processes the accuracy, PPV and PLR 

values increases. But when FCM clustering is applied without morphological 

processes the sensitivity and FP values increases. 

One of the major obstacles for identification of retinal exudates is the wide 

variability in the color of the fundus images from different patients. 

Moreover, some areas which are similar to exudates, called artifacts, cause 

incorrect detections. These pixels may have no effect on sensitivity; these 

patches are known as ambiguous regions. 

The method has been evaluated and compared on the DIARETDB1 database 

images. To evaluate the overall performance it is found that the proposed 

method detects exudate areas successfully with average sensitivity, 
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specificity, and accuracy of 86.29%, 98.42%, and 98.35% respectively on 

the testing used images. 

5.5 Future Work 

In this section, we present some future work which might improve 

the performance of the algorithm and overcome some difficulties 

the algorithm faces, new approaches might be included to the 

proposed approach as follows:  

1. Increasing the number of retinal images, and performing more 

experiments. 

2. Improve methods to localize and segment the OD and blood vessels 

more accurately. 

3. Extending the proposed approach to detect spot lesions, namely micro-

aneurysms and hemorrhages. 

4. Improving the performance of the system by finding more specific 

characteristics of exudates which could distinguish them more 

effectively. 
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Appendices 

A-1: Sobel Filter  

The Sobel operator or Sobel filter is a filter used in image processing to 

detect the edges by performing a 2-D spatial gradient measurement on an 

image. It is known that the image gradient defines the change in the intensity 

(or color) of an image. An edge in an image occurs when the gradient is 

remarkable and the Sobel operator makes use of this fact to find the edges in 

an image [27]. 

The Sobel operator calculates the approximate gradient of each pixel in an 

input image by convolving the image with a pair of square filters (for 

instance 3 × 3 as shown in Fig.A.1). The filter can be applied separately to 

the input image to produce separate measurements of the gradient component 

in each orientation; call these 𝑆𝑥 and 𝑆𝑦 (see Fig. A.2). One filter is simply 

the other one rotated by 90°. These can then be combined together to find 

the absolute magnitude of the gradient at each point and the orientation of 

that gradient. 

The labeling of neighborhood pixels about the pixel [𝑖, 𝑗] are illustrated in 

Fig.A.1: 

  

http://en.wikipedia.org/wiki/Image_gradient
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Fig.A.1: The labeling of neighborhood pixels [27]. 

 

The convolution masks of the Sobel detector are given in Fig.A.2 [27]: 

 

 

 

 

𝑆𝑥                                       𝑆𝑦 

Fig.A.2: Masks used by Sobel Operator [27]. 

The magnitude of the Sobel operator equals the computed gradient in 

equation (A.1): 

S = √𝑆𝑥
2 + 𝑆𝑦

2                                              (A. 1) 

where the partial derivatives are computed in equations A.2 and A.3: 

𝑆𝑥 = (𝑎2 + 𝑐𝑎3 + 𝑎4) − (𝑎0 + 𝑐𝑎7 + 𝑎6)                         (A. 2) 

𝑆𝑦 = (𝑎0 + 𝑐𝑎1 + 𝑎2) − (𝑎6 + 𝑐𝑎5 + 𝑎4)                         (A. 3) 

where 𝑐 is a constant equals 2 for this case,  

 

 

 

𝑎0 𝑎1 𝑎2 

𝑎7 [𝑖, 𝑗] 𝑎3 

𝑎6 𝑎5 𝑎4 

−1 0 +1 

−2 0 +2 

−1 0 +1 

+1 +2 +1 

0 0 0 

−1 −2 −1 
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A-2:  Color Space Overview  

Visible light ranging with wavelengths between 400 and 700 nanometers as 

shown in Fig.A.3 is a small part of the electromagnetic spectrum; human eye 

can only detect visible light. The color of visible light depends on its 

wavelength. For instance, violet has a wavelength of 400 nanometers, on the 

other hand, red color has a wavelength of 700 nanometers [26]. 

 

 

Fig.A.3: Electromagnetic spectrum [26]. 

 

Color spaces are different types of color modes, used in image processing. The 

color space aims to aid the process of describing color, either between people, 

machines or programs. The RGB, XYZ, HSI, Lab and Luv are examples of 

color spaces that can be used as features for FCM clustering [75].  
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A-2.1 Common Color Space Types  

RGB color space is simple and most common type of color spaces, which 

consists of three channels Red, Green and Blue respectively [75], this is 

shown in Fig.A.4: (b-d).  

Since the RGB color space can't produce a color equivalent to any 

wavelength; in converting the red color components into the corresponding 

wavelength value it might be negative, hence in 1931 the International 

Commission on Illumination (CIE) defined three standard primaries: X, Y, 

and Z, to replace red, green, and blue [75, 2]. 

 

 

 

Fig.A.4: RGB channels: (a) Retinal RGB image, (b) Red, (c) Green, (d) Blue. 

 

The XYZ color space can produce every color with positive tristimulus 

values and display color differences more conveniently. It consists of three 

component X, Y and Z, these components are shown in Fig.A.5. The matrix 
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equation (eq.A.4) is used in transforming an image from RGB to XYZ, 

shown in the equation below:  

 

[
𝑋
𝑌
𝑍
] = [

0.412435 0.357580 0.180423
0.212671 0.715160 0.072169
0.019334 0.119193 0.950227

] ∗ [
𝑅
𝐺
𝐵
]         (A. 4) 

 

 

 

Fig.A.5: XYZ color space: (a) Retinal RGB image, (b) X, (c) Y, (d) Z, components. 

 

HSI color space is very attractive color space, it is important in image 

processing applications because it represents colors in a similar way how the 

human eye senses colors. HSI consist of three components: hue (H), 

saturation (S) and intensity (I) [75]. Fig.A.6 illustrates how the HSI color 

space represents colors. 
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Fig.A.6: The HSI color space [50]. 

We notice in Fig.A.6 that the Hue component represents the color between 

0 and 360 degrees, the saturation component has the range between 0 and 1, 

where saturation refers how much the color is polluted with white color. The 

Intensity range is between 0 and 1, where 0 means black, and 1 means white, 

a retinal RGB image is represented in HSI color components shown in 

Fig.A.7.  

The equations used to convert RGB to HSI are described here; Hue 

component of each RGB pixel is obtained using the following equation 

[15,50]: 

𝐻 = {
𝜃, 𝐵 ≤ 𝐺

360 − 𝜃, 𝐵 > 𝐺
                                     (A. 5) 

where 𝜃 is: 

𝜃 = cos−1 {

1

2
[(𝑅 − 𝐺) + (𝑅 − 𝐵)]

[(𝑅 − 𝐺)2 + (𝑅 − 𝐵)(𝐺 − 𝐵)]
1

2

}.               (A. 6)  

The saturation component is defined by equation (A.7): 

𝑆 = 1 −
3

(𝑅 + 𝐺 + 𝐵)
[min(𝑅, 𝐺, 𝐵)] .                       (A. 7) 
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Finally, the intensity component is defined by equation (A.8): 

𝐼 =
1

3
∗ (𝑅 + 𝐺 + 𝐵).                                        (A. 8) 

 

 

 

Fig.A.7: HSI channels: (a) Retinal RGB image, (b) Hue, 

(c) Saturation, (d) Intensity components. 

 

The L*a*b color space is the most beneficial and widely utilized color 

space; it was developed as a refinement of the XYZ color space. In L*a*b 

model the color is represented into three components and it is device 

independent (see Fig.A.8). 

Where: L is the luminance and it varies in uniform step from 0 for black to 

100 for white. The (a) is expressed as +a/−a and (b) is expressed as +b/−b 

denotes red-green and blue-yellow respectively. This color space is used in 

color faxing and JPEG compression [75]. 
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Fig.A.8: Lab channels: (a) Retinal RGB image, (b) L component, 

 (c) a component, (d) b component. 

 

The equations used to convert Lab to XYZ are shown here [2]: 

L = {

116 ∗ 𝑓(Y Yn)⁄ − 16, Y Yn⁄ > 0.008856

903.3 ∗ (Y Yn)⁄ ,          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒       
                    (A. 9) 

𝑎 = 500 ∗ (𝑓(X Xn)⁄ − 𝑓(Y/Yn))                             (A. 10) 

𝑏 = 200 ∗ (𝑓(Y Yn)⁄ − 𝑓(Z/Zn))                              (A. 11) 

 

where 

𝑓(X Xn)⁄ = {
(X Xn)⁄

1

3 ,         (X Xn⁄ ) > 0.008856

7.787 ∗ (X Xn) + 16⁄ 116,⁄ 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒       

          (A. 12) 

𝑓(Y Yn)⁄ = {
(Y Yn)⁄

1

3 ,      (Y Yn)⁄ > 0.008856

7.787 ∗ (Y Yn) + 16⁄ 116,⁄ 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒      

             (A. 13) 
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Here Xn, Yn and Znare the tristimulus values of the reference white [75]. 

The Luv color space is especially useful for additive mixtures of lights, due 

to its linear addition properties, it is based on XYZ color space, it contains 

three components: L, u and v. An example is shown in Fig.A.9: (b-d); the L 

component means brightness or luminance, it has the range [0,100], the u 

component seems to mimic mostly shifts from green to red, which has the 

range [−134,220], and the v component seems to mimic mostly blue and 

purple type colors, it has the range [−140,122]. 

 

 

 

Fig.A.9: Luv channels: (a) Retinal RGB image, (b) L, (c) u, (d) v components. 

 

The transformation formulas between XYZ and Luv color space are 

following below [2]:  

L = 116 ∗ (
Y

Yn
)

1

3

− 16                                (A. 14) 

u = 13 ∗ L ∗ (u′ − un
′ )                                (A. 15) 

v = 13 ∗ L ∗ (v′ − vn
′ )                                (A. 16) 
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where  

u′ = 4 ∗
X

X + 15 ∗ Y + 3 ∗ Z
                                 (A. 17) 

v′ = 9 ∗
Y

X + 15 ∗ Y + 3 ∗ Z
                                 (A. 18) 

un
′ = 4 ∗

Xn
Xn + 15 ∗ Yn + 3 ∗ Zn

                          (A. 19) 

vn
′ = 9 ∗

Yn
Xn + 15 ∗ Yn + 3 ∗ Zn

                          (A. 20) 

where Xn, Yn and Znare the tristimulus values of the reference white [75]. 

 

A-3: Lagrange multiplier  

The method of Lagrange multipliers allows us to maximize or minimize 

functions with constraints by only considering points on a certain surface. 

In general, the Lagrangian is the sum of the original objective function added 

to a term that involves the functional constraint multiplied by a Lagrange 

multiplier 𝜆 [70]. 

The following steps explain the Lagrangian method:  

1. Introduce a new variable λ, and define a new function 𝐿 as follows:  

𝐿(𝑥, 𝜆) = 𝑓(𝑥) + 𝜆(𝑏 − 𝑔(𝑥))                     (A. 21) 

where 𝑓(𝑥) is a function, 𝑔(𝑥) = b is the constraint, 𝐿 called Lagrangian 

function and  𝜆 called Lagrange multiplier. 

1 Find the critical points by setting the gradient of 𝐿 to be equal to zero:  
𝜕

𝜕𝑥
𝐿(𝑥, 𝜆) = 0                                      (A. 22) 

2 Remove the value 𝜆 by substituting their value resulting from the 

previous step in function 𝑓(𝑥), since 𝑓(𝑥) doesn’t have 𝜆 as an input. 
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Whichever give the greatest (or smallest) value is the maximum (or 

minimum) point you are seeking.  

We explained the method by solving an example, in this example we wish to 

minimize the 𝑓(𝑥, 𝑦) = 𝑥2 + 𝑦2 subject to the constraint 𝑥 + 𝑦 = 1. 

Let us first define the new function called 𝐿, new variable 𝜆 and rewrite the 

constraint as 𝑥 + 𝑦 − 1 = 0 

𝐿(𝑥, 𝑦, 𝜆) = 𝑥2 + 𝑦2 + 𝜆( 𝑥 + 𝑦 − 1) 

After that, take the partial derivatives of the Lagrange function and set them 

to zero:  
𝜕𝐿

𝜕𝑥
= 2𝑥 + 𝜆 = 0,    

𝜕𝐿

𝜕𝑦
= 2𝑦 + 𝜆 = 0,

𝜕𝐿

𝜕𝜆
=  𝑥 + 𝑦 − 1 = 0. 

Now, solve the resulting equation:  

𝜆 = −1,    𝑥 = 𝑦 =
1

2
 

𝑝 = (
1

2
,
1

2
) gives the minimum value (

1

2
)
2
+ (

1

2
)
2
=

1

4
+
1

4
=

1

2
 in the 

constrained subspace. 

 

A-4: FCM clustering Example 

To illustrate how the FCM clustering algorithm works, we propose here a 

simple example:  

Let A be the features matrix of size 3 × 3, A is input for FCM, which means 

3 input elements have 3 distinct features. After applying FCM algorithm the 

output is the list of cluster centers (𝑣), and membership grade (𝜇) for each 

element.  

Suppose we have:  
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𝐴 = [
220 190 210
150 130 200
170 202 100

], number of clustering = 2, 𝜀 = 0.00001 starting 

with random values of the membership such as: 

 𝑼(0) = [
0.4869 0.6241 0.2680
0.5131 0.3759 0.7320

]. 

We apply these inputs in the FCM , then:  

Iteration #1:  

𝑼(1) = [
0.6328 0.8298 0.1851
0.3672 0.1702 0.8149

] 

𝑽(1) = [
175.8181 157.7698 193.1133
180.9923 187.8244 145.8159

] 

𝐽(1) = 5.9271 ∗ 103 

Iteration #2:  

𝑼(2) = [
0.7413 0.9047 0.0410
0.2587 0.0953 0.9590

] 

𝑽(2) = [
175.5659 153.5863 200.5160
177.4425 197.5262 121.4128

] 

𝐽(2) = 4.6156 ∗ 103 

Iteration #3:  

𝑼(3) = [
 0.8043 0.9093 0.0061
0.1957 0.0907 0.9939

] 

𝑽(3) = [
178.1094 154.1612 203.8892
173.1782 200.5367 108.3056

] 

𝐽(3) = 3.8971 ∗ 103 

Iteration #4:  

𝑼(4) = [
0.8331 0.8978 0.0021
0.1669 0.1022 0.9979

] 

𝑽(4) = [
180.7280 156.3397 204.3871
171.6921 200.9826 104.8687

] 

𝐽(4) = 3.7861 ∗ 103 

Iteration #5:  

𝑼(5) = [
0.8470 0.8887 0.0014
0.1530 0.1113 0.9986

] 

𝑽(5) = [
182.3850 157.7587 204.6261
171.1456 200.9494 103.9746

] 
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𝐽(5) = 3.7620 ∗ 103 

Iteration #6:  

𝑼(6) = [
0.8542 0.8832 0.0012
0.1458 0.1168 0.9988

] 

𝑽(6) = [
183.3184 158.5587 204.7596
170.8932 200.8651 103.6911

] 

𝐽(6) = 3.7550 ∗ 103 

Iteration #7:  

𝑼(7) = [
0.8579 0.8801 0.0011
0.1421 0.1199 0.9989

] 

𝑽(7) = [
183.8300 158.9972 204.8328
170.7658 200.8016 103.5871

] 

𝐽(7) = 3.7529 ∗ 103 

Iteration #8:  

𝑼(8) = [
0.8599 0.8783 0.0011
0.1401 0.1217 0.9989

] 

𝑽(8) = [
184.1080 159.2355 204.8725
170.6991 200.7621 103.5446

] 

𝐽(8) = 3.7523 ∗ 103 

Iteration #9:  

𝑼(9) = [
0.8610 0.8774 0.0011
0.1390 0.1226 0.9989

] 

𝑽(9) = [
184.2586 159.3646 204.8940
170.6637 200.7392 103.5255

] 

𝐽(9) = 3.7521 ∗ 103 

Iteration #10:  

𝑼(10) = [
0.8616 0.8769 0.0011
0.1384 0.1231 0.9989

] 

𝑽(10) = [
184.3401 159.4344 204.9056
170.6448 200.7264 103.5164

] 

𝐽(10) = 3.7521 ∗ 103 

We note in iteration 10 the condition in equation (4.4.4) is satisfied, where 

𝐽(10) − 𝐽(9) < 10−5; (in this example we used 5 digits format to display 

the results; hence it is not clear that the difference between iterations 10 and 
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9 is 10−5, but in computer it is evident), hence stop. 𝑼(10)and 𝑽(10) are the 

output of the FCM clustering algorithm, which means that the elements 1 & 

2 belong to first cluster group with degree of membership equal 0.8616 and 

0.8769 respectively, we note also that the elements 1 & 2 belong to the 

second cluster group with 0.13840 and 0.1231, while element 3 belongs to 

the second cluster group with degree of membership 0.9989, this is shown in 

Fig.A.10, results explain how data distributes around the clustering centers. 

 

 

Fig.A.10: FCM clustering data, and data distribution around the clustering centers 

 

However, to understand FCM clustering, and how data is distributed around 

the centers based on number of cluster (c);  see Fig.A.11. 
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(a)                                                       (b) 

 

                         (c)                                                     (d) 

Fig.A.11: Changing the number of cluster in FCM using random data with: (a) c= 2, (b) 

c=3, (c) c= 4, (d) c=5. 

 

A-5:  Exudates Detection from Retinal Images  

In this part we display the exudates detection results for testing retinal image 

number (5), compare it with GT of the image before and after applying 

mathematical morphology and explain the difference between detection and 

GT. 
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(a)                                                                    (b) 

     

(c)                                                                      (d) 

     

(e)                                                                      (f) 

Fig.A.12: Exudates detection for testing retinal image number (5) :(a) RGB retinal 

image, (b) ground truth (GT) image, (c) exudates detection using FCM clustering, (d) 

exudates detection using FCM clustering after applied mathematical morphology, (e) 

the difference between GT and extracted exudates images, (f) the difference between 

GT and extracted exudates images after applying mathematical morphology. 
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A-6: MatlabCodes 

%matlab code for detection the exudate from retinal images using FCM 

clustering algorithm 

Clc 

Clear  

Close all  

format long 

tic  

i=2;   % image number  

switch i 

case 1 

RGB = imread('image005.png'); 

TargetImg=imread('GT_5.png'); 

 

case 2 

RGB = imread('image015.png'); 

TargetImg=imread('GT_15.png');    

 

case 3 

RGB = imread('image016.png'); 

TargetImg=imread('GT_16_n.png');       

 

case 4 

RGB = imread('19.png'); 
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TargetImg=imread('GT_19.png');     

 

case 5 

RGB = imread('image008.png');     

TargetImg=imread('GT_8.png'); 

 

case 6 

RGB = imread('image025.png'); 

TargetImg=imread('GT_25_n.png'); 

 

case 7 

RGB = imread('image021.png'); 

TargetImg=imread('GT_21.png');   

 

case 8 

RGB = imread('image018.png'); 

TargetImg=imread('GT_18_n.png');  

 

case 9 

RGB = imread('image003.png'); 

TargetImg=imread('GT_3.png'); 

 

case 10 

RGB = imread('image012.png');   
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TargetImg=imread('GT_12_nn.png'); 

end 

 

% Extract the Optic Disc (OD)  

[OD_1,centers]=od_detection(RGB); 

 

% extract the blood vessels network  

vessel=vessel_e_fun(OD_1);  

 

% Extract expected exudates from retinal image 

pre_expected_exudate=pre_exudate_detection_fn(vessel,TargetImg);  

 

% Feature extraction functions for RGB retinal image  

feature_matrix=feature_function(pre_expected_exudate,centers);  

[a,b]=size(feature_matrix); 

 

% Apply fuzzy c-mean (FCM) clustering algorithm  using one feature 

as input, then evaluate the system  

for f=1:b   

feature_matrix_in=feature_matrix(:,f);  

num_of_cluster=2; 

perfo_table=fcm_function_new_2(feature_matrix_in,pre_expected_exudate

,num_of_cluster,TargetImg); 

performance_1(f,:)=[0 0 0 0 f perfo_table]; 
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end 

performance_1  

% Apply FCM clustering using two features together as input 

count=f; 

for f1=1:b-1 

     for f2=f1+1:b 

count=count+1; 

feature_matrix_in=[feature_matrix(:,f1); 

feature_matrix(:,f2)]; 

num_of_cluster=2; 

perfo_table=fcm_function_new_2(feature_matrix_in,pre_expected_exudate

,num_of_cluster,TargetImg); 

performance_1(count,:)=[0 0 0 f1 f2 perfo_table]; 

end 

     end 

performance_1; 

% Apply FCM clustering using three features together as input  

count=count; 

for f3=1:b-2 

     for f4=f3+1:b-1 

           for f5=f4+1:b      

count=count+1; 

feature_matrix_in=[feature_matrix(:,f3) feature_matrix(:,f4) 

feature_matrix(:,f5)];  
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num_of_cluster=2; 

perfo_table=fcm_function_new_2(feature_matrix_in,pre_expected_exudate

,num_of_cluster,TargetImg); 

performance_1(count,:)=[0 0 f3 f4 f5 perfo_table]; 

end 

     end 

         end 

performance_1; 

% Apply FCM clustering using four features together as input  

count=count; 

for f6=1:b-3 

      for f7=f6+1:b-2 

           for f8=f7+1:b-1 

                for f9=f8+1:b   

count=count+1; 

feature_matrix_in=[feature_matrix(:,f6) feature_matrix(:,f7) 

feature_matrix(:,f8) feature_matrix(:,f9)];  

num_of_cluster=2; 

perfo_table=fcm_function_new_2(feature_matrix_in,pre_expected_exudate

,num_of_cluster,TargetImg); 

performance_1(count,:)=[0 f6 f7 f8 f9 perfo_table]; 

end 

       end 

             end
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 الملخص

 فقدان الى تؤدي التي ؛العين على خطورة الأمراض أكثر من يعتبر بمرض السكري اعتلال الشبكية 
 الاصابة على الدالة العلامات أولى من الافرازات تعتبر السكري. مرضى فيه يصاب الذي البصر
 وفقدان المرض تفاقم من والوقاية العلاج أجل من ،واحصائها اكتشافها المهم من لذلك ،بالمرض
  البصر.

 شااااابكية صاااااور من الافرازات عن للكشااااا  )اوتوماتيكية( تلقائية طريقة باقتراح قمنا الرساااااالة ذهه في
 الى بالاضااااااافة ةالضاااااابا ي زتوسااااااطات المراكم خوارزمية باساااااات دا  وذلك ،السااااااكري  لمرضااااااى العين

 الماتلاب.  رنامج باست دا  الصور معالجة تقنيات من مجموعة
 تقنيات ،بالسااااااااكري  الشاااااااابكية اعتلال مرض ،لعينا أجزاء عن الهامة المفاهيم بعض بعرض قمنا لقد

 زتوسااااااااااطات المراكم خوارزمية بالذكر ن صو  ،الضاااااااااابا ية الانظمة كذلكو  الصااااااااااور معالجة وطرق 
كانت ال وارزمية و  ،الساااااكري  لمرضاااااى العين شااااابكية صاااااور على بالتطبيق قمنا ذلك بعد .ةالضااااابا ي
 ثم ،الافرازات اكتشاااا  عملية لتحساااين وذلك الدموية والاوعية العين قرص سااات راجاولا على ا تعتمد
 الافرازات. تحديد تعيين و  قمنا
 تم لتيا بالصور بمقارنتها والدقة النوعية ،الحساسية حساب طريق عن النتائج تقييم تم النهاية في

 %, 86.29 :يلي كما النتائج متوسطات وكانت ،والأطباء الاخصائيين طريق عن رسمها
 .التوالي على %98.35 و 98.42%


